
Detailed Work Plan

Science Goal Monitor / EO1 Demonstration 
Project Goals

Using a set of astronomically oriented scenarios, develop a working prototype science goal monitor to perform in-flight science-oriented processing, and dynamically and autonomously adjust science tasks accordingly.

Determine realistic requirements for in-flight hardware and software, metrics for measuring the monitor’s scientific effectiveness, and a costs and risks analysis for developing a production flight-ready version.

Develop and document an initial protocol and standard for describing astronomical observing goals.

Scenario 1 - Huntington Gardens
Huntington Gardens currently has several ground-level sensors that are linked in real-time to the Internet.  This scenario would involve SGM in a ground-based mode maintaining a list of science goals related to the Huntington Gardens sensors.  If one of those goals is met (such as a soil moisture exceeding a specified value), then SGM would fire requests for a high-priority image to be taken from EO1.  SGM would also then monitor the status of the request and route the completed image to a specified site.  
Scenario 2 - Terra/Aqua Demo (with MODIS Rapid Fire)

This scenario is similar to the Huntington Gardens as far as SGM's involvement goes.  In this scenario, SGM would monitor forest fire alerts sent out by the MODIS Rapid Fire workstations which process images from the MODIS instruments aboard the Terra and Aqua satellites.  SGM would maintain a set of goals such as a fire detected near a specified region.  When SGM receives a matching alert, it will fire requests for a high-priority image to be taken from EO1. SGM would also then monitor the status of the request and route the completed image to a specified site.
Scenario 3 - Sub-pixel measurement correlation between ground truth instruments and remote sensing pixels
The EO-1 pixels are 10 to 30 meters across, but Huntington Garden sensors are sometimes only a few meters apart.  I don't understand what the project here would be…

Scenario 4 - Autonomous resource optimization for mission resources

E.g. increase data rate or use of mission resources over area of interest for rapidly changing events.  We also have not yet discussed this in any detail.  I believe the issue would be expanding SGM's capability to monitor several resources and provide a priority between them.  

Not unlike perhaps our view that a satellite with a large onboard suite of data could provide some preliminary on-board data processing and then either prioritize the download resources on board, or send down just the interim results and have ground-based systems adjust the download priority.
This might also work with Scenarios 1 and 2 above, to consider which among potentially several instruments/satellites should be sent a high-priority imaging request based on such things as – next available fly-over; - best use of instrument strengths, - when (and by what instrument) the last image was developed.

SGM Role/Responsibility

1 Be able to accept and store relevant science goals

1.2 Probably simpler goals to define that original SGM concept

1.3 Goals are certainly much more static in structure and for demo purposes pretty static in concrete form as well.

1.4 Minimal, if any, front-end Goal Definition GUI needed
1.5 Need to be able to store tasks/commands to perform when goals are met

2 Interfaces to relevant input data sources needed

2.2 Able to receive, parse, process alerts from Rapid Fire

2.3 Able to receive, parse, process data from Huntington sensors

2.4 Able to receive status messages from EO1 MOC, USGS image archives?

2.5 Other data sources? Image libraries?

3 Interfaces to relevant output data sources

3.2 Identify specific "commands" to send EO1 MOC

4 Able to monitor multiple goals and react when goal met
4.2 Interact with data sources to fire requests

4.3 Monitor status of requests in process

5 Goal Monitor GUI to show status

5.2 Web-based for easy remote access

5.3 Paradigm:  UPS Tracker

5.4 Also, email alert system for interested parties

Work Plan

1 Identify SGM development to support
1.2 Current SGM status

1.2.3  GoalManager
Purpose is to monitor and poll the active goals on a periodic basis.  When a goal's criteria is true, the GoalManager changes the goal's state, and fires off its actions.

Basic functionality is implemented.  Complex Actions (such as iterative ) not yet in place.  The GoalManager's poller may have code that should belong in a different class.  Not very multi-threaded.  Better way might be to build the "reaction handling" into the parent Goal or Action class and have that run as a separate thread when a Goal's criteria is met.

1.2.4  GoalMonitor

Standalone GUI interface for showing what goals are in process and what their status is.  Also tracks what actions have been fired and provides a bit of a filterable tracing of log events.
May well provide a core for a web-based monitor.
1.2.5  Data Model

1.2.5.1  Campaign/Goal/Actions/Steps/Criteria

This is the basic hierarchy that defines the reactive capability.  All classes have basic implementation but amending test cases drives seemingly unnecessarily complicated modifications to the hierarchy.  Adding new actions especially are awkward and apparently complicated.
Currently have a couple of different means of instantiation that seem unnecessarily complicated (XML, Factory, Constructor parameters)

Design wise, the Campaign and Goal seem OK, but Step and Action need to be rethought.

Especially that a Goal has a list of actions.  Am thinking that a Goal might have a first Action, and that Actions would be a linked list, each Action has a nextAction(), rather than an array style list.

1.2.5.2  SgmEvents

The current base for event notification.  Basic functionality exists

1.2.5.3  DataAnalyzerManager/DefaultAnalyzer

Provides the monitor of an inbound data stream (presumably image data / photon stream) and maintains various dynamic calculations.

For EO1 processing, this sort of built-in dynamic data monitor is probably not useful.  And even for SMARTS and more generic SGM development.. This whole concept of monitoring a live data stream might be better if kept more separate from SGM.  

1.2.5.4  External class/interfaces (.external)

Intended to provide an encapsulated layer between SGM known classes, and external unknown classes.  May already be a bit too focused on astronomical instruments.

1.3 SGM Development Tasks

1.3.3  Re-factor Data Structures

1.3.4  Define specified demo scenarios – along with goals/action lists

1.3.5  Develop interface structures for data passing between SGM and EO1 and RapidFire.
1.3.6  Test SGM goal monitoring to support scenarios

1.3.7  Develop web-based front-end for Goal monitoring

2 Identify integrations/interfaces

2.2 Input from RapidFire to SGM: interface to receive RapidFire 

Probably into the DataAnalyzer side of things.  Simplest approach probably a pull-style where SGM would monitor a URL (the latest daily file from RapidFire) and re-read the file at that URL whenever it changes

2.3  Output/Input between SGM and EO1: request for next fly-over given a Lat/Lon

First of two step process for requesting an image.  Send EO1 MOC a Lat/Lon and have it return information about the next time EO1 will over-fly that Lat/Lon.   

Need to define format and method for requesting information from EO1, and format/method for the response.

2.4 Output/Input between SGM and EO1: request to take image

Second of two step process for requesting an image.  Send EO1 MOC the image request itself.   Details TBD.  Currently expectation is that a confirmation message of receipt of request would be near immediate.  And subsequent status messages would flow from EO1 to SGM, and finally image URL would be set

Need to specifically define format/delivery method of status messages expected from EO1 while it processes the request.
3 Develop test and demonstration data and environment

3.2 Refactor SGM data model to accommodate goal/

4 Development Tasks

4.2 << no be filled out by doing 1 and 2 above >>

