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ISC Key Technology/Are

: &N
Distributed Space%ystems/ConsteIIation b %
Advanced Automation and Autonomy ‘
Advanced Smart Instruments

Advanced Tools for Access and Analysis of Science Data

Rapid Mission Formulation and Implementation

Ultra Low-cost Mission Systems and Development
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-~ Distributed Spacecraft Systems-
NASA abling New EER Space Science

Coincidental
Observations

Multi-point
observation

Tethered Interferometry

A new era of space exploration will be enabled
by cooperating fleets of small spacecraft




Architecture of the Future
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NASA’s Earth Science Vision-

Example: Information Synthesis in Support of
Predicting & Monitoring Volcanic Eruptions

“Virtual Instruments” Derived from Space-
based, Airborne, and In-situ Assets

System is Dynamically Reconfigurable
Digital Libraries/Metadata Warehouses

Ability to Rapidly Carry Out New Scientific
“Experiments” with Existing Sensor Suite
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EOS “Morning” Constellation

EO-1 Objectives.
Perform land surface imaging in multiple bands and resolutions
Validate the hyper spectral imager on EO-1




EOS “Afternoon” Constellation

Science Goal: Understand Cloud Properties

g \ h
Within 15 minutes, 7 satellites will view the same cloud fi dds® ;‘v“
v,

- Multiple temperature and water vapor measurements GOES/ .
- Multiple cloud property measurements Triana

- Chemical measurements Visible and IR
- Radiation measurements (IR emission, Visiblereflectivity) Imagers
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Determines the IR
Properties of Clouds
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Sounding
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Temperature and H,O

DAO Forecast )
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Cloud
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NMP ST5 Project Concept

ONSTELLATION
| RAILBLAZER

Constellation Class
Missions

Simultaneous, Multipoint,
INn-Situ Characterization of
the Magnetosphere

Miniature Spacecraft

Systems Design Integration and Test
Technologies

Candidate Spacecraft Technolog
5V bus - 1/4V logic
Li-lon batteries
Miniature transponder
Miniature Thrusters
Multi-functional structurg

Variable emittance coatin¥
200
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Single Nanosats and Probes
Reduced Risk Small

Spacecraft Bus for
GEtMissions

Constellation Control,

Coordination, and Operations \F/g';tggéfggtform
Architecture Missions

Ground system autonomy
Relative ranging

Intra-constellation communications
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@Mission Objective:

@Primary Instruments:
S

Measure Rainfall Microphysics
and Global Quantities 6A 3 Hour
Time Scale

Dual Frequency Precipitation
Radar: Passive Microwave
Radiometers

ey Technologies:

Lightweight/Low-cost Rainfall
Passive Microwave Radiometers

Low Cost, Long Life Mini-
Satellites

ey IS& T Technologies:
Science Data Fusion
Constellation Managment
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cience Goal

Living With a Star is a new NASA initiative
to develop the,scientific understanding
necessary to effectively address those
aspects of the Conneeted Sun-Earth
system that directly afféet life and society.

Solar
Dynamics

Sentinels

Observatory

—

lonosphere

Radiation
Belt -
Mappers




to Support Future
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Multiple spacecraft, multi-instrument, multi-point obigrvations
measurements supporting continuous dynamic stu 'esl,,‘

Constellation mana"gement

Goal-driven mission control

Automated health and status monitoring ‘

Triage management- situation assessment and information synthesis tools to help
anomaly diagnosis in “lights out” situations where operators must intervene.

Intelligent user interfaces- data visualization techniques to reduce information
overload and present the results in an easily assimilated manner.

Dynamic response to science event detection or changing science
priorities

Event-responsive control systems

Dynamic planning/replanning

Goal-driven mission control

Spacecraft-initiated communications events/ situation alerts

Information shared seamlessly between sensors & sciencecraft
Common communication schemes
Collaborative payload and platform tasking ....



Mission Autonomy Technologies
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ISC Strategic Technology Focus Areas
Objectives and Visions

The ISC Strategic Plan is currently based on 3 major technology focus areas:

2. End-to-End System Autonomy:
Enabling effortless science collection through autonomous mission systems

Vision: Mission scientists operate, maintain and reconfigure systems from anywhere
in order to optimize an on-board observation and maximize science return
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ISC Strategic Technology Capability Roadmap*
(Key Capabilities for future Mission Information Systems)

ISC Technology Focus Areas
Rapid Mission
Formulation, Design,
and Execution

End-to-End System
Autonomy

Advanced Scientific
Analysis Tools & Data
Systems

13 Sept 1999

Near (2003)

Low Cost, Internet-based,
Secure Distributed Computing
Architectures.

eData interface and distribution
framework for Subsystem
Design and Analysis Tools

*System-level, Model-based
design

*Ground-based, Goal Driven
Commanding

*Science Feature Identification

eAutomated Spacecraft Health &
Safety

eMissions operate as IP nodes on
the net

*User selectable subscription
services for Data Distribution

eFeature Extraction and
Identification Tools (Data Mining &
Knowledge Capture)

*Platform Independent Visualization
& Analysis Tools

*Real-time Updates to Science
Models

eInterface and Distribution
Framework for Science Data &
Science Models

Mid (2006 )
*Collaborative Design &
Operations Environments.

eIntegrated Simulation and Design
Systems

*On-board, Goal Driven
Commanding drives Reactive
Mission Execution

eConstellation Management

Mission operates as mobile-IP
nodes on the net

*Multi-S/C (including
Constellations) Data Processing,
Fusion & Analysis

*Advanced Information
Prospecting and Capture Tools

*Collaborative Visualization and
Analysis tools

*Collaborative (Multi-Source)
Updates to Science Models

ISC Strategic Technology Plan

Far (2010)

eImmersive Virtual Environments
for Collaborative Engineering and
Science

*Multi-mission collaboration
for Dynamic Science Agenda

*Mission operate as mobile-
routering nodes on the net

*Seamless, transparent access
to distributed data, info. and
knowledge ("Virtual Data
Communities")

*Knowledge Extraction using
Natural Language Interface in
an Immersive Environment

* v1.2 - 9/13/99 15



Technology Readiness Levels
Applied to Systems (v1.0*)

TRL 9: Actual system “mission proven” through successful mission operations

(ground or space) Fully integrated with operational hardware/software systems. Actual system has
/\ been thoroughly demonstrated and tested in its operational environment. All documentation completed.

Successful operational experience. Sustaining engineering support in place.
System Test, o o
Fielding & TRL 9 TRL 8: Actual system completed and “mission qualified” through test and
Operations _ demonstration in an operational environment (ground or space) End of system
development. Fully integrated with operational hardware and software systems. Most user
TRL 8 documentation, training documentation, and maintenance documentation completed. All functionality
tested in simulated and operational scenarios. V&V completed.
System/Subsystem — _ ) _ _
Development TRL 7: System prototype demonstration in operational environment (ground or
TRL 7 space) System prototype demonstration operative. System is at or near scale of the operational
_ system, with most functions available for demonstration and test. Well integrated with collateral and
ancillary systems. Limited documentation available.
Technology TRL 6: System/subsystem model or prototype demonstration in a relevant end-

Demonstration

— to-end environment Prototype implementations on full-scale realistic problems. Partially integrated
with other systems. Limited documentation available. Engineering feasibility demonstrated in actual
system application.

Technology TRL 5: System/subsystem/component validation in relevant environment Thorough
Development testing of prototype in representative environment. Basic technology elements integrated with reasonably
D/ realistic supporting elements. Prototype implementations conform to target environment and interfaces.

TRL 4: Component/subsystem validation in laboratory environment Standalone

prototype implementation and test. Integration of technology elements. Experiments with full-scale
Research to A problems or data sets.

Prove Feasibility

TRL 3: Analytical and experimental critical function and/or characteristic proof-
of-concept Proof of concept validation. Active R&D is initiated with analytical and laboratory studies.

Demonstration of technical feasibility using breadboard/brassboard implementations that are exercised

Basic Technology with representative data.
Research

TRL 2: Technology concept and/or application formulated Applied research. Theory
and scientific principles are focused on specific application area to define the concept. Characteristics of
the application are described. Analytical tools are developed for simulation or analysis of the application.

TRL 1: Basic principles observed and reported Transition from scientific research to

) applied research. Essential characteristics and behaviors of systems and architectures. Descriptive tools
*not guaranteed to be latest version  are mathematical formulations or algorithms.



