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Executive Summary

Today, every NASA program is faced with an underlying goal… to provide solutions to highly complex questions in a way that is “better, faster, and cheaper” than before.  To accomplish this, requires a very serious re-evaluation of how the Agency does business needs to be performed.  In doing this evaluation, the latest technologies need to be examined to see if they can add more value to a program through their use.  

Sometimes, the incorporation of new technologies also incorporates new levels of risk.  This risk can be from unproven systems which might go awry when subjected to the rigors of the project.  It can also come from potential threats to the system generated from the incorporation of this technology.   Many of these risks come under the umbrella of “computer security.”

Computer security not only addresses how to mitigate the risks associated with the use of computer systems, it also addresses the constant proactive efforts required to keep computer systems secure.  A secure computer system is one that performs its tasks in a consistent manner, is available when needed, and only allows those authorized to access the data stored upon it.  

When dealing with NASA projects and missions, a great deal of care needs to be taken to make sure the systems are secure.  This is due to many factors:

· The high cost associated with each mission.

· The uniqueness of each mission.

· The high-profile nature of the Agency.

· The potential for the loss of sensitive or classified data.

The goal of this paper is to make the reader aware of the threats associated with using the Internet for secure communications and their respective countermeasures.  In addition to this, the costs and the benefits of the use of the open Internet will be presented.  Finally, the security policies which are in existence that affect NASA will be briefly discussed so that the a project has a strong idea of what can and cannot be done in the Agency with respect to the security of information technology.  

Introduction

Security has become an issue of primary concern for all organizations with technology assets.  NASA is no exception.  In evaluating the deployment of new technologies and new missions, a lot of questions need to be asked to determine the risk involved.  Recently, one of the questions asked most frequently is “Should the Internet be used to command and/or control spacecraft?” This question opens the door to a lot of subsequent questions that address all of the possible threats and their corresponding countermeasures with using the Internet as a core component of any system.  To answer these questions effectively, a general knowledge of networking and computer security is needed.  This includes knowing the difference between open and Closed networks, knowing the risks and benefits of using the Internet, and knowing the overall security policies affecting NASA.  The information presented in this paper will raise the awareness of those in attendance and show them a more holistic picture of what using the Internet securely entails.

An “open” network is a network to which any user can connect with a minimum of rules or regulation.  The public Internet is an example of one such network.  Anyone can easily connect a host to the Internet.  All it requires is some kind of interface (e.g., a modem or a network card), support for the TCP/IP protocol, and an Internet service provider (e.g., an ISP like Erols or Earthlink, or an enterprise service provider [ESP] like MCI/WorldCom or Sprint).

A “closed” network is one that is strictly regulated.  Hosts can only be connected upon successful completion of an audit and/or the completion of other criteria.  Most of these networks are tightly secured and have firewalls, monitoring devices, and other such security measures in place.  An example of a closed network is the NASCOM network (a.k.a. IONet).  The IONet network is used for mission-related communications for NASA.

The Task We Were Asked To Investigate:

Earlier this year, the Advanced Architectures and Automation Systems Branch (Code 588) tasked Raytheon ITSS to research how the current NASCOM/IONet closed networks were designed and then to determine if there were ways in which open networks could connect to them so that authorized users could perform tasks securely.

Audience:

This paper is being prepared for both a project manager and an engineer.  The project manager needs to read this paper so that they understand the risks associated with using these systems in projects for which they are responsible.  The engineer needs to read this paper so that they are made familiar with the technologies being discussed so that they can deploy them in a way to make the systems they design more secure.

Focus Of Paper:

This paper will focus upon the risks and the technologies that can be used to mitigate them.  This paper will not be endorsing any products nor will it be providing any specific solutions for any project (solutions cannot be provided to projects due to their unique natures).

Objective:

The goal of this paper is to convey to the reader the following concepts:

· An overall idea of the topography of the current mission-related networks at NASA.

· A generalized overview of how the open Internet is structured.

· How an Internet Service Provider (ISP) connects to the Internet.

· Threats associated with using the Internet for secure communications and their respective countermeasures.

· Costs versus benefits of the use of the open Internet.

· Security policies in existence that affect NASA.

Background

In researching this paper, we talked with various projects located at GSFC (TRACE, MIDEX).  We also talked with NASA’s Office of the Inspector General.  Each of these groups provided a great deal of insight on what requirements existed for data communications.  These requirements came down to the following:

· Instrument/Payload data is controlled independently of spacecraft operational systems.

· Most operational systems conform to a pre-established set of requirements.

· Most spacecraft data is channeled through one of the IONet (a.k.a. NASCOM) ground stations and then through the closed networks.

· Many payload operations can be controlled via a dedicated application.

· Much of the data being transmitted and received is done via the UDP protocols.

· Newer spacecraft are using TCP/IP protocols to transmit data and instructions.

· There are a lot of policies (both NASA-wide and Federal) surrounding the command and control of spacecraft.

· Most of the protocols in use can be monitored and managed in some fashion. In many instances, this enables host and port restrictions to be put into place.

Currently, all that data is stored in the closed network and is then transferred to an open machine.  To access this data, or to be able to do any operations involving spacecraft, a person must be physically located at one of the mission communications sites.  Many projects are requesting that they can send commands to payloads and work with data transmitted from the satellites via an open network.  If commands were to be accepted from an “open “ network like the public Internet, the current closed mission networks would need to be re-engineered to allow these transactions to be performed.  This re-engineering effort would be significant and could have an impact on systems other than the ones taking advantage of the open Internet.

When examining security architectures, a few primary tenets exist.  One of these is that simple designs are easier to secure.  By reducing complexity, more efforts can be taken to manage, monitor, and regulate the assets.  If a network were to contain hundreds of entry points and thousands of nodes it would be far more difficult to secure (if it could be done at all) than a network with only one entry point and the same number of nodes.  

Another central tenet of security architecture is that layers of security are far more effective than just one primary solution.   To make this clearer, an analogy of a medieval castle comes to mind.  Not only is this fortress comprised of thick, unyielding stone, it has guard towers, sentry positions, a moat, a drawbridge that can be raised, a portcullis that can be dropped, and many other features built into its design to help keep it secure.  These same ideas need to be incorporated into the design of secure networks.  Instead of a moat, we would have a firewall restricting access.  Instead of guards, we would use strong authentication measures.  Instead of sentries, we would use intrusion detection systems.  By synergistically combining these assorted tools and techniques, a much more secure system can be generated than could ever be done by just deploying one of these tools.

A major concern of all security design is who has ownership or control of an asset or service.  By keeping control with a centralized and coordinated organization, security is optimized.  This is because one group is responsible for managing these services and responding in kind to any types of attack.  The group can respond efficiently and quickly and try to fix things before they become a problem.  This may not be the case when information needs to travel between different organizations.  In many cases these organizations might be competitors or legally bound in ways that prevent them from working together in a timely and efficient manner.  Knowing that any security system is only as good as its weakest link, this lack of coordination has been the downfall of many a system.  

Yet another major concept used in the design of good security systems and in those systems used by mission-critical systems is that of redundancy.  By installing redundant components the probability of a system failing can be significantly decreased.  In the case of mission operation, these probabilities need to be as close to zero as possible.  So when securing a mission system is considered, the security measures must be made as secure as possible while minimizing the possibility of their failure.

When looking at opening the mission systems at NASA to the open Internet, some warnings should immediately come to mind.  The public Internet is highly complex.  There are no set routes, most users have dynamic configurations on their hosts, identities are very difficult to obtain accurately, etc.  In addition to this, there is little or no control that NASA (or any other single organization) has of any of the networks, hosts, routers, switches, or lines used. These high degrees of complexity and uncertainty tend to make it very difficult to provide a highly secure solution.  

Basically, closed and tightly controlled systems (e.g., IONet) will house your most secure solutions.  Your next most secure solutions will come from allowing hosts on a NASA-controlled administrative (non-mission-critical) network to connect to hosts on the closed network.  Finally, the least secure solutions (and those that have the most associated risk) will come from allowing hosts on the public Internet (e.g., university sites, ISP users, etc.) to connect to hosts on the closed network.  In making decisions like this, not only does the risk to the individual project need to be evaluated, but also the risk to all the other network users as well.

Network Descriptions And Diagrams

The following paragraphs describe a generalized version of the current closed mission network.  They also discuss potential changes to these diagrams by opening it to the Internet in various degrees, what additional systems these changes incorporate into the networks, and the resulting levels of complexity.

Single Control Center – Description:

The first diagram displays a closed network with a single control center. This is an abstract view of the areas involved in transmitting control and telemetry signals to and from a spacecraft.  The signals are transmitted to one or more ground stations, depending on the project.  The ground stations frequently have a responsibility to record the signals in both the uplink and downlink directions.  In some cases, the signals may be relayed through other spacecraft, such as the TDRS system prior to reaching the ground stations.  The ground stations relay the signals along the command and telemetry network to a control center.

The control center is responsible for overall management of the spacecraft.  The flight operations team (FOT), working at the control center, generates operational plans and instruction sets that are transmitted to the spacecraft.  The control center is also capable of commanding the instrumentation on the spacecraft.  In cooperation with the mission scientists, instrumentation command sets are processed by the FOT and transmitted to the spacecraft.  The resulting instrumentation data is relayed to a local control center terminal or a system located on the mission IP network, called IOnet.

The IOnet backbone interconnects the numerous mission projects across NASA.  The IOnet backbone is divided into two areas, a closed and an open side.  The closed portion is a secure network upon which the control centers are typically located.  The closed network is separated by a firewall system from the open side.  The open side operates to provide the various mission projects with data from the spacecraft and permits them to communicate with the outside world.  Systems connected to this portion of the network are used to receive and process information from the spacecraft.  Some projects receive instrumentation data directly from the ground stations, without being processed by the control center.  These data flows are effectively unidirectional flows (no data flows back along the same path).

The mission-side IP Operational Network infrastructure is managed on a 24x7 basis.  A dedicated NOC continuously monitors the network infrastructure to ensure smooth operations to all projects.  The network is designed from the ground up to be highly reliable.  It is designed to have a minimum level of accuracy of 99.98% and to have no more than a fifteen-minute mean time to restore should a failure occur.  Other portions of this network have even higher requirements and many portions of this system are fully redundant.

Single Control Center – Diagram:
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Distributed Control Centers – Description:

The second diagram shows a closed network with distributed control centers.  This network operates almost exactly the same as the one in the first diagram.  The only change is the addition of multiple distributed control centers.  Each control center has similar capabilities to the others, including network connectivity and control systems.  Control and telemetry information would be relayed between the control centers to facilitate spacecraft management.

Distributed Control Centers – Diagram:

[image: image11..pict]Semi-Public Connections To A Private Network – Description:

This diagram adds the non-mission network at a NASA facility to the system.  By doing this, a semi-public network has been connected to the closed network.  In this environment, instrumentation data is relayed from the mission network to systems located on the non-mission network at that facility.

The non-mission network at a NASA facility exists for the administrative, research, and science organizations that do not have an explicit need to be attached to the mission network.  The non-mission network frequently hosts public web servers providing processed data from the spacecraft to the public.  This network also hosts the center-wide resources for the NASA facility.  This includes internal web and file servers.  The non-mission network is available for any business use by the employees of the NASA facility.

The non-mission network is not designed to the same standards as the mission network environment.  While reliability is a desired goal, there is minimal redundancy in the non-mission network.  Network usage is not restricted, and any system can use as much bandwidth as necessary.  In contrast, the mission networks typically dedicate bandwidth for specific uses, and ensure that spare capacity is always available.

The NASA facility also has individual networks in each building.  These networks are designed to provide connectivity for users and organizations to the rest of the resources available at that particular NASA center.  Most building networks at GSFC are fully switched, but a few still have shared network segments.  There are no facilities for isolating portions of the building network from each other.

Semi-Public Connections To A Private Network – Diagram:
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Public Connections To A Secure Network – Description:

The fourth diagram connects the public Internet infrastructure to the previously described network systems.  In this scenario, a project has users located across the Internet from the administrative network at the NASA facility, and desires for these users to have the same access as an on campus network user.

The administrative network infrastructure at the NASA facility connects to the NISN nationwide network.  NISN provides connectivity between NASA facilites, as well as Internet access for all of NASA.  NISN is connected to two major Internet exchange points, where it exchanges network traffic with many different Internet Service Providers (ISPs).

In today's Internet, the connection between a user and any given Internet site will typically flow through multiple different ISPs.  The largest ISPs operate across the US and Internationally.  They inter-connect with other large ISPs, and provide connectivity to smaller ISPs.  The large ISPs tend to concentrate on business connectivity, and not on end-users.  Smaller ISPs, frequently regional in scope, offer connectivity to end-users through modem dial-up, IDSN dial-up, full-time cable modem access, and full-time Digital Subscriber Line (DSL) access, at varying speeds.  In nearly all of these cases, the end-user is passing through the Public Switched Telephone Network (PSTN) owned by the local phone companies.

The PSTN (also known as the public telephone system) is similar in concept to a computer network.  There are a number of central nodes, telco switches in this case, through which all other traffic passes through.  When a PSTN user initiates a connection (typically a phone call), a circuit is established between the endpoints, passing through a variety of telco switches.  While the call is active, the circuit is maintained between the telco switches, and is destroyed when the call is ended (endpoints hang up).  Internet users use the PSTN to connect to their ISP's dial-up system, or access router.  

Cable modems bypass the PSTN and connect directly to the ISP's access router.  DSL offerings typically pass through a telecommunications network prior to the ISP’s access router.  The DSL signals are then encapsulated in the telco network.  This is done in a way that is transparent to the end-user.  Cable modem offerings pass through the cable provider’s cable system.  The cable system acts much like PSTN with several major, centralized nodes.

The ISP's access router is a device that accepts connections from authorized customers.  For most people, it is the modem bank that accepts their data call.  Modem and most ISDN users call 'into' the ISP and establish a connection with the access router.  When their session is completed, the access router hangs up and waits for the next call.  Cable and DSL connections are always active, connected to the access router.  The access router provides connectivity into the rest of the ISP's infrastructure.

The ISP's infrastructure is frequently complex, with many external connections to other ISP's.  Most ISPs connect to bigger ISPs, which connect to bigger ISPs, and so forth.  The Internet consists of a number of large ISPs providing connectivity to the other ISPs and their customers.  There is no "Internet" that anyone can point to; it is simply an amalgamation of multiple privately owned networks.  Any organization with sufficient resources can become part of the core Internet.  NISN connects directly to a number of the larger ISPs, and is attached to two interchange points, MAE-East and MAE-West, which provides connectivity to a number of additional ISPs across the world.  The path that any data takes through an ISP to the Internet is entirely controlled by the individual ISP.  It can change constantly and without warning.  This prevents any user of the ISP to attempt to plan/predict which path will be used during a session.

GSFC employees have the option of using the dial-up service provided by NASA.  In this case, GSFC is the ISP for the dial-up user.  Asynchronous connections (modems) and ISDN calls are accepted by the GSFC dial-up system.  Both types of calls still pass through the PSTN prior to arriving at the dial-up system.  Once connected to the dial-up system, traffic flows across the GSFC administrative network infrastructure to its destination (local or Internet-based).  One major difference between a normal ISP and GSFC is that the GSFC dial-up system uses a known set of addresses that are part of the administrative network.  Many GSFC-based servers only permit incoming connections from GSFC-based addresses.  Users connecting from other ISPs must make alternate arrangements with the server’s organization or administrators.

Public Connections To A Secure Network – Diagram:
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Understanding Risk

Every project has some element of risk associated with it. The term risk has been used to indicate the degree of variability in the outcome or result of a particular action.  It can also refer to a combination of the likelihood of various outcomes and their distinct consequences.  Risk, like all other elements of a project needs to be managed effectively for a project to succeed.

What Is “Risk”:

As defined by Webster, risk is “the chance of exposure to injury or the chance of loss.”   In the world of computer security, risk can be better defined as the chance of having a system compromised or the chance of losing data.  NASA policy objectives with respect to project risks are expressed in NMI 8070.4A, Risk Management Policy.  These are to:

· Provide a disciplined and documented approach to risk management throughout the project life cycle.

· Support management decision making by providing integrated risk assessments (i.e., taking into account cost, schedule, performance, and safety concerns).

· Communicate to NASA management the significance of assessed risk levels and the decisions made with respect to them.
Risk Management:

Risk management compromises purposeful thought to the sources, magnitude, and mitigation of risk.  Risk management also refers to the actions taken toward the balanced reduction of risk. Every computer system has some degree of risk associated with it  These risks can be identified and reduced, but they can never be eliminated entirely.  Since each system has some degree of risk associated with it, the risk must be managed.  Risk management has four major parts:

· risk planning.

· risk identification and characterization.
· risk analysis.
· risk mitigation and tracking.
These four parts are shown pictorially and described in further detal.

The Main Components of Risk Management:

[image: image14..pict]
Risk planning is where the generalized risk for the overall project is determined.  In risk planning some projects are discarded if there is too much risk associated with them.  This view of the “big picture” with respect to risk is a key step to successfully managing risk.  This helps set up a project team to know what to expect as the project proceeds.

Risk identification and characterization is a crucial part of risk management.  The more thorough this processes is done, the better the chance that all of the potential risk elements have addressed.  Here the risk associated with each element of the system is identified.  Risk can be identified by interviews with subject matter experts, audits by independent organizations, the application of experience, and/or the application of risk identification tools.  By using one (or more) of these tools, most every element of risk should be able to be determined.

Risk analysis is primarily an exercise in applied probability.  The products of risk analysis are generally quantitative probability and consequence estimates for various outcomes.  Another product is the improved capability for allocating risk reduction techniques.  Tools like decision analysis, probabilistic risk assessments, probabilistic network schedules (e.g., PERT and GANT charts), and probabilistic cost and effectiveness models are commonly used to perform risk analysis.

Risk mitigation and tracking are two distinct processes which occur throughout a project’s lifecycle.  This involves addressing every discovered risk and determining which risks are significant and require specialized attention.  Because risk mitigation actions generally have an associated cost,  it is at this point that cost/benefit judgements must be made.  There are four ways to respond to risk:

· Accept the risk.  This decision involves deliberately doing nothing and openly embracing all the risk present in the system.

· Distribute or share the risk.  This decision involves finding a partner with whom to share responsibility should the risk prove to be significant (e.g., insurance).
· Circumvent the risk.  This decision involves taking preventative action to avoid or reduce the level of risk.

· Plan for contingent action.  This involves setting up redundant systems or performing other tasks to ensure that should a risk prove to be detrimental, that there is a “fallback” plan.

Whatever strategy is selected to address risk, it and its underlying rationale should be documented in a risk mitigation plan.  Its effectiveness should also be tracked throughout the project lifecycle.  Good risk management requires efforts from every member of a project team.  However, risk management responsibilities must be assigned to specific team members.  Successful risk management practices often evolve into policies for the organization.  Hopefully these policies will help steer further project efforts toward success.

Attacks And Mitigation Methods

There are millions of different ways to attack computer systems.  Since each system poses its own potential threats, we will be discussing some of the major ways of attacking systems.  These discussions will also cover how these threats can be countered and/or mitigated.

Denial Of Service (DoS):

This is where a desired service or object is reduced in value or rendered unavailable to its intended user.  This is done by flooding a resource faster than it can be refreshed or by using a known attack against a service or system which will cause it to stop functioning (i.e., causing the machine to “crash”).  Unfortunately, these attacks are very difficult to prevent or defend against and they are very common.  DoS attacks can be categorized into three main groups.  They are flooding attacks (e.g., SYN flooding, SMURF attacks, mail bombs, etc.), disabling attacks (e.g., Ping of Death, Ping of Hang-ups, Nuke, etc.), and annoyance attacks (e.g., spam, chain mail, etc.).

To defend against attacks of this nature, system administrators need to be very proactive.  They need to make sure all the latest operating system patches are in place in addition to turning off any unused services on the systems.  They also need to “harden the services” by increasing the capacity the services can handle and setting up processes which aggressively free up system resources.  Other key ways of preventing DoS attacks is to set up maximum system utilization limits for the processes on the system.  In addition to this, by incorporating redundancy into the system design, DoS attacks can be handled more ably.   Ultimately, the goal here is to attempt to increase the capacity of the systems to a level above where a worst-case attack would place them.  This isn’t always a feasible solution (it can become cost prohibitive). 

Authentication:

This is the process of proving one’s identity and/or authorizing a transaction to take place.  One of the major weaknesses with relying upon authentication is that many protocols or implementations have been designed so as not to require authentication (e.g., SMTP, HTTP, NFS, etc.).  Other systems simply use a weak or trivially subverted authentication method (e.g., NFSv2 [IP or DNS-based], PPP/PAP, rshell, etc.).  These methods can be considered weak due to the fact that it is easy to guess or generate the key used to authenticate the user.  This can be by design (e.g., an ATM PIN) or due to user intervention (e.g., using a child’s name as a password).

The only way of making authentication more useful is to require “strong” authentication or force users to conform to good computer security practices.  Since it is not always practical (or cost-effective) to get users to act responsibly, strong authentication is used to help mitigate the associated risk.  This is where the user passes at least two of three criteria to prove their identity.  These criteria are:

· Providing something you know (e.g., a password or PIN)

· Providing something you have (e.g., a hardware token)

· Providing something you are (e.g., a biometric device – a fingerprint or retina scan)

By doing this, some high degree of assurance can be associated with the claim that the user is who they say they are.  While basing authentication on just IP addressing or on a DNS entry is better than doing nothing at all, it is not a means of providing strong authentication.  With a trivial amount of effort, an IP address can be “spoofed” where as these other means of identification (passwords, tokens, biometrics, etc.) are much more difficult (if at all possible) to fool (i.e., they are not as easily refutable).

Spoofing:

The act of claiming to be something or someone else is referred to as spoofing.  This technique is typically used to spoof a source IP addresses or spoof DNS names to bypass authentication. The object of spoofing is to bypass authentication or to redirect service requests.  This allows people to appear to be a trusted host or be inside a trusted network.

The typical way of defending against spoofing is to deploy anti-spoofing filters on the border routers of a network. Although these filters are not typically deployed within the interior of a network, they should be to give an additional level of security to the network.  The use of strong authentication methods is also helpful in curbing the effects of spoofing.  The use of strong authentication doesn’t stop spoofing, however it does make it useless.

Eavesdropping:

Eavesdropping in the computer security world is very similar to its counterpart in the physical world.  The act of non-destructively capturing messages during transit is a functional definition of digital eavesdropping.  When this takes place, neither the sender nor the receiver is aware that the message has been captured.  This is done so that a third party can monitor sessions for sensitive information, such as passwords, performance appraisals, and control codes.  It is also a way for outsiders to gather information about an organization in an illicit manner.  

Eavesdropping is typically performed on the network, but it is not limited to the network.  Other eavesdropping activities can include:

· Browsing other user’s files on a system or server.

· Monitoring keystrokes on a system.

· Reading bounced email.

· Intercepting system functions.

To defend against eavesdropping, secure communications should be used.  This means that all communications sessions are secured (including physically).  To do this, you need to own or control as many of the physical assets as possible in the communication chain.  Also, software can be used that provides encrypted communications and some can even mask the actual signal.

Session Hijacking And Command Insertion: 

Session hijacking and command insertion is where some intruder subverts an existing communications conduit for alternate purposes.  This is not necessarily done as a destructive measure.  It can be used to bypass authentication systems.  Frequent hijacking uses include both inserting arbitrary commands into a command stream and bypassing one-time authentication systems.

To defend against session hijacking or command insertion, a secure communications infrastructure is required (where both physical and digital security aspects are addressed).  Also, frequent authentication challenges can be required throughout the life of a session.  This does not stop command insertion, but it will catch the authentication bypass.  Encryption will significantly limit the risk insertion attacks (however, there is no 100% guaranteed protection against command insertion).  Typically, if an insertion attack is executed against an encrypted session, the session will immediately terminate.  Even though this feature prevents insertion attacks, it can be used as a way of causing DoS attacks.

Taking Advantage Of System Exploits:

This is where an intruder manipulates a known weakness of a system and uses it to their advantage.  There are three major examples of weaknesses in systems: code faults (bugs), design flaws, and buffer overflows.  Many manufacturers release products with faults.  Bugs arise from misunderstandings from code complexity and interoperability complications.  Design flaws can be attributed to poorly defined requirements and other issues.  Buffer overflows are a type of bug that can be used to run arbitrary code on the affected system.  This is a particular problem when using programs that are written in C (since many functions in the standard C language library can lead to buffer overflows).

Defenses against system exploits include keeping up with patches for the system, minimizing the complexity of the system (i.e., simple software has less points of failure), acquiring software from reputable sources, and installing monitoring software on the hosts.  Since many of these exploits exist due to no fault of the system administrator, this is one of the hardest areas to fix or enforce.  

One thing that can be done is referred to a code review.  Code reviews not only work for “home grown” code (where the source is reviewed) but it can also apply to the use of COTS (commercial-off-the-shelf) software.  When performing a code review on COTS software, the system administrators need to review the interaction of each of the installed packages.  Many times, software from vendors might conflict with other packages which will result in vulnerabilities that would not have existed if either package operated alone.

Viruses/Worms:

These terms are applied to software that replicates itself to additional locations without user intervention or approval.  Worms are different from viruses because they tend to operate such that only one copy of the code is operating at a time.  Both of these types of programs frequently contain malicious instructions.  They can overwrite files or entire hard drives, conduct DoS attacks against other systems, expose private information, and do many other nasty things to a computer system or the data contained therein.  

One thing that is unique to the area of computer viruses is that hoaxes are nearly as much as a problem as the viruses themselves.  These hoaxes require a lot of effort and computing power to confirm or deny their existence.

To defend against viruses, anti-virus software needs to be used.  These programs scan for known viruses and monitor the system for unexpected activity (i.e., potential virus activity).  These programs are only as good as their latest set of virus signatures (definitions).  These programs typically request user intervention when potentially destructive operations are performed (i.e., file deletion). Routines like this are called to prevent potential virus outbreaks.  Another way to prevent viruses is to use read-only media.  This might not be practical for a desktop computer, but it might suffice for a data server.

Trojan Horses:

A Trojan Horse is a piece of software that claims to perform a desired operation, but either in place of, or in addition to the desired operation, it conducts additional operations.  Almost all of these are malicious.  They are typically used to spread viruses/worms and are found far too frequently.  Trojan Horses do not need to be on a local computer to be executed.  There are many Trojan Horse web sites that use Java, ActiveX, or JavaScript/JScript scripts to remotely affect a computer.

To defend against these attacks, anti-virus software is used to scan for known Trojan Horses and monitors the system for unexpected activity.  In addition to software, common sense can also be used to limit the spread of malicious code.  By using only trusted software sources and testing new software on a test system before using it on a critical system, the threats can be reduced.

Network Mapping:

Here, outsiders are attempting to determine the topology of a network and the location of associated network services.  This then provides the attacker detailed information about the network.  

This is very difficult to defend against since it is not always easy to determine friends from foes.  To prevent any type of network mapping, all data flows into and out of a network need to be managed (e.g., a firewall needs to be established).  This is especially true of traceroute routines that should be blocked at the network borders to prevent mapping from occurring.  Also, ICMP (e.g., ping) messages can also be blocked at the network border.  Finally, firewalls can be put in place to limit the network traffic coming to and from a site.

Network Scanning/Probing:

The act of identifying active services or servers is referred to network scanning or probing.  This is very closely related to network mapping.  This is done to identify potentially exploitable services and identify the operating systems in use. Scanning large networks can be done very easily, quickly, and efficiently using commonly available tools.  The scans can yield a very content-rich data set for an attacker to use in their attempts to penetrate hosts or the network. The data gathered typically shows the versions of the software in deployment and can be useful to target buffer overflow attacks.

To prevent against these attacks, you can use IP-based authentication to filter network connections. Firewalls can also be put in place to limit the network traffic coming to and from a site or a host.  

A tool called a “honeypot” can be used to lure and ensnare attackers.  This does not prevent any type of an attack, but it does allow the security analyst to see exactly what the attackers are doing once they enter the system.  Honeypots pretend to be a vulnerable server or host on a network.  However, these boxes are set up in such a way that they record the methods used by an attacker, and enmesh them in seemingly easy-to-manipulate systems.  Deception like this helps to confuse the attackers and act as diversions so that crucial systems are left alone.  Establishing systems like this are very useful, however the legality of their use is somewhat in question.

Public Information Gathering:

This includes the act of gathering information about a target from public information sources (e.g., domain name system [DNS], whois database, web pages, publications, news items, etc.).  Attacks like this can only have their effects minimized by limiting the amount of information that “leaks” outside of the organization.  Ways to prevent information leakage is to stop using descriptive public DNS names (e.g., payroll.gsfc.nasa.gov, rtr-internet.gsfc.nasa.gov, etc.).  Another way to prevent leaks is to “sanitize” web pages by removing from them host names, IP addresses, host configuration information, email addresses, phone numbers, names, etc.

Social Engineering:

No matter what security systems are put in place, the social aspects of security will still pose a problem.  The act of parlaying minimal information into an advantage through social interchange is a constant risk.    Many individuals will provide information to attackers unknowingly, this can help intruders gain access to systems.  This can only be defended against through training and heightening of awareness of the system users and service providers.

Content-Based Attacks:

Attacks that take advantage of the nature of data, or content, are called content-based attacks.  Normal attacks are targeted against an area that isn't blocked or defended, but content-based attacks exploit services that aren't blocked.  The data that is transmitted is the actual attack itself, typically encapsulated in a normal data request.  Viruses spread through email are a prime example of content-based attacks.  The attack is not the email message itself, but rather the content of that message.  When processed, the content effects the attack.  For example, when the virus-laden email enclosure is run on the end-user's system, the virus infects the system.  Many DoS attacks are implemented in the form of a content-based attack.  In one case, the content of a transmission, the "+++" payload of a ping packet sent to some modem users, terminates their modem session.

Content-based attacks are becoming a significant danger, as they are hard to accurately detect and defend against.  Nearly all sites permit email and web traffic to pass through, making these two services prime avenues for attacks.  Both services are found nearly everywhere, and allow nearly any data to be transmitted through them.  Executable instructions, such as greeting cards, macros, Java, and ActiveX are all growth areas for these kinds of attacks.  While some products exist that will scan content for particular malicious patterns, it is extremely difficult for these systems to keep up with the sheer number of potential avenues of attack.

Exploitation of Trust Relationships:

The permitting of one system to access another is called a trust relationship.  One system trusts another (whether authenticated or not) and permits it to access a service or data.  They can be implemented as unidirectional or bi-directional relationships as needed.  Trust relationships are extremely useful, but can also be exploited by a determined attacker.  Trust relationships between large numbers of systems form a web of relationships.  In a complex environment, it is frequent for a system to have dozens of trust relationships.  Each of those twelve other systems might have and additional twelve trust relationships, and so on, and so on…  If any one of theses systems in the trust web can be easily compromised, then any system that trusts it is at a disadvantage in defending itself.  An attacker can compromise the easy system, then compromise another host that trusts it, and so on.  It is quite possible for an entire network of systems to be compromised through exploitation of trust relationships.

Unidirectional trust relationships, where a system trusts another, but the trust is not extended in reverse, can be a good security tool.  Unidirectional trust relationships are frequently used to permit a trusted system to connect to a non-trusted system, but not the other way around.  This model can also be used to provide public access to a data set that is processed on a private system.  The private system pushes data across a trust relationship to the public system.  The public users then access the public server to retrieve the data.  Since the private system never trusts the public system, even if the public system is compromised, it cannot be used against the private system.

Understanding Defenses And Their Limitations

All computers connected to a network have some degree of risk associated with their usage.  However, good computer security countermeasures and defense can be used to limit the amount of risk the system is incurring.  The perfect defense would be to know all the counters to all possible attacks.  Unfortunately, knowledge of this nature is impossible to acquire, so no practical defense is statistically perfect.  All computer defenses have limitations.  However, even though there are still potential flaws in a defensive security system they should still be put into place.  These systems provide a lot of advantages over having no security system. 

Authentication:

When you authenticate yourself, you provide identification as a service requestor to the satisfaction of the challenger (prove to me who you are).  This incorporates an arbitrary identification with proof of privilege.  All forms of identification depend on secret or unique information to authorize oneself to use a specific service.  Typically, information provided during authentication is used to determine privilege level.  Some authentication systems allow high levels of access granularity that can specify what systems/services are permitted for use and for how long.  Single-phase authentication is prone to compromise. Passwords/PINs can be stolen or guessed and physical tokens can be stolen. One-time password systems obviate password theft.  However, a strong (two [or more] phase) authentication further reduces the risk of an authentication compromise.

Passwords are only useful if treated as secret information.  Only the owner of the password should know what it is since only one person can truly keep a secret.  Passwords can be compromised through theft, guessing, or calculation.  End users of multiple systems and services are challenged by password proliferation.  It is hard to keep all passwords secure and unique.

Tokens are physical devices.  Since they are physical items they can be stolen.  Typically these require a PIN to use so if the device is lost, it is useless (unless someone also captured the PIN code as well and use it before the token is revoked).  Some forms, such as smartcards, require a token reader at the authentication point.

Biometric devices measure “something you are” via finger/palmprint readers, retina scans, infrared head scans, etc.  These devices have a purported high reliability, but they are only using a sampling of data (currently the chance of duplicate readings from unique individuals is estimated to be less than 1%).

Authentication systems can be defeated.  Eavesdropping can be used to capture the secret information.  Session hijacking can be performed after authentication is complete.  And in many cases the next single-use password or key press during the authentication phase can be simply predicted.

Encryption: 

Encryption is where a signal is encoded through a mathematical cipher algorithm such that anything without the proper deciphering key cannot process the signal.  One or more keys are typically needed to decipher the signal.  Some systems use a shared secret key, others negotiate using a two-key pair, and yet other systems use a public/private key pair.  

Many different encryption algorithms exist (e.g., DES, 3DES, RSA, Blowfish, IDEA, etc.).  Many of these algorithms have varying key lengths.  The greater the length of the key, the more secure it usually is (this depends on the algorithm).  Keys smaller than 40-bits are generally considered insecure, 56-bit keys are usually considered secure enough, and 112-bit and higher keys are considered secure.  The current government standard is 3DES (a 112-bit algorithm). This will soon (2-3 years) be replaced by the Advanced Encryption Standard (AES).  Recent changes in U.S. regulations have allowed other cryptographic algorithms (i.e., non-3DES) to be used by the Federal Government.  However to use such methods, typically written permission needs to be obtained from one of the security officials in the organization.

Encryption prevents some attacks from succeeding but it does not solve some of the bigger issues such as trust, proper use, etc.  By using encryption, sessions cannot be eavesdropped (without having the proper key).  This helps to keep sessions secure.  Most advanced encrypted session tools disconnect the session if hijacking is attempted (this is due to the fact that the encryption keys cannot be synchronized).

Data encryption is done in two ways: stream encryption, and file encryption.  Stream encryption is typical of how a session is encrypted (i.e., the data flow [or stream] is encrypted).  Stream encryption typically uses keys with lower lengths, however the keys are changed very frequently.  File encryption is where a single record is encrypted (i.e., a sensitive database).  In this case, the maximum key length should be used since the resulting file will be relatively static.

Currently encryption requires special software.  Unfortunately there are few interoperable implementations of encryption technology (IPsec). Many packages can create virtual private networks or tunnels.  These permit any network traffic that travels through these tunnels to be encrypted.

Virtual Private Networks:

These permit a remote node to securely connect to a private network as if it were physically connected to that network.  These connections are almost always encrypted using 40-bit or 56-bit keys.  Some implementations of this technology require modifications to other software for all the features to be enabled.  They also might dictate that particular clients be used to access the network.

Strong Code:

Software that performs its normal functions in a reliable manner is referred to as strong or trusted code.  Trusted code has good design no implementation flaws (bugs) and was built using strong coding practices.  

This places software vendors in an awkward position.  In order to deliver products quickly, many times they are shipped with known bugs.  They will subsequently release patches to fix the known errors.  Feature races with other vendors also force software to be released prematurely.  However, interoperability with other products (especially those not released by the same manufacturer) may not be a priority. But most vendors are willing to correct software issues, once they have been identified.

Some software is also viewed as “trusted”.  In these cases, if the users follow explicit guidelines on the installation and configuration of the software, the resulting product is considered to be very secure and difficult (or nearly impossible) to compromise.  This title of “trusted” is given to both commercial and free software packages once they prove themselves to the community that they are truly secure in these conditions.

Another feature of “strong code” is thorough testing prior to deployment.  Before any code is altered on an operational system it should be thoroughly tested on similar hardware in a laboratory environment where the conditions of the current system are simulated.  Even system patches released to fix a major security issue should not be installed untested.  In addition to testing, public discussion forums (e.g., USENET newsgroups, mailing lists, web sites, etc.) many times have invaluable information about what an administrator can expect to fix or break by deploying a new release of code or a patch.   As good practice, a full backup of any system should be made before installing new software.

Anti-Virus Software:

Software like this is very good.  However, it cannot catch everything. There are too many delivery mechanisms and too many new viruses/Trojan Horses for the software to remain current. Auto-updates are a good concept but they require management and testing before roll-out.  For this software to be optimally effective,  the latest version of virus definitions needs to be installed, and all files and media should be regularly scanned.

Strong Security Policy:

A security policy should be established (and enforced) at every organization deploying information technology.  Component policies of a strong security policy should:

· Be easy to audit.

· Be enforceable (and done so to the fullest extent).

· Be easy to understand and convey.

· Provide guidance.

· Include penalties for non-compliance.

This policy should work as a roadmap.  It should give direction to everyone so that they understand what the final goal of the organization is and what everyone needs to do to get there.  Without a strong well-written policy coordinating all the efforts and tool being deployed in an organization, anarchy (versus security) will result.  These polices need to be fully supported by upper management and enforced throughout the organization.  Any deviations from this policy have the potential of weakening the security of the entire organization.

In many cases, a project will develop its own security policy that compliments that of the organization in falls within.  This is a good practice as long as it does not conflict with any of the policies set up by the parent organization.  This would enable a particular key system or project to be targeted and held to a higher level of security (and other operation parameters) than other systems in the organization.

Secure Network:

The network infrastructure that is in place should have known, managed, and controlled topology.  This means that all external connections and networking devices are controlled by one central authority. Another part of maintaining a secure network is implement spoofing protection.  By doing this, systems from outside the network cannot claim to be inside the network. This is important for trace-back and authentication/validation

Firewalls:

Firewalls should be in place in all organizations.  In most cases, the application of filters is not establishing real firewalls.  The most secure firewalls perform content-validation versus just performing stateful inspection of the data flow.  In cases where connections are made between an internal network and the Internet, the original packet should not be forwarded.  Many firewalls do not do this and use a stateful inspection (which forwards the original packet) can be faster.

Firewalls help to establish a “digital perimeter” for an organization and help enforce the security policy of an organization.  Much like a fence defines the boundaries of a parcel of land, a firewall helps determine where an organization’s network ends.  This is critical for the establishment and enforcement of any security policy.  It also helps define the basis of a trust relationship.  Trust relationships are based on the concept, “A friend of a friend is a friend.”  Seeing that a computer is part of a network that we believe is being managed securely, we assume that every host is being managed securely too.  We then grant access to the host based solely upon where it sits in a network.  This digital perimeter gives “choke points” to the network.  Since all connections in or out of the network need to go through the firewall, if a particular service or protocol is allowed inside an organization’s network but forbidden from escaping the digital perimeter, the firewall can be used to suppress it.

Another advantage of deploying a firewall is the logging capabilities it gives the organization.  This allows for the network administrators to see what connections are accepted and rejected by the firewall.  This helps to give a good starting point from which to start investigations on any suspicious activities.

Application Proxies:

Application proxies are also sometimes referred to as bastion hosts.  These hosts are made very secure and should typically only host one service.  Clients then channel all of a particular set of requests (e.g., web/HTTP traffic) through the proxy.  Since all requests going  in and out of the network are channeled through the proxy, a much higher degree of control can be exerted upon this service.  This can be used to prevent hostile sites for being accessed or from accessing the hosts/internal network.

Although proxies bring great rewards to an organization (e.g., access control, resource monitoring, validate all commands in and out of the network, better logging, etc.), they do have drawbacks (e.g., single point-of-failure, potential performance drops, routine maintenance and inspection, etc.).  All of these issues can be drawbacks, however through the deployment of more technology and better engineering. 

Intrusion Detection Systems (IDS):

These systems are very new in the security industry. These systems can act like a burglar alarm and alert a system manager to any suspicious activity.  They can also be used to gather statistical data on a network and very accurately portray how that network is being used.  These monitor all the traffic on a particular network.  Through strategic deployment, these boxes can supplement all the logs of hosts, proxies, or firewalls.  The data generated by these systems can be immense (depending on the degree of event logging and the size of the network).  

Unfortunately IDS does have a down side.  Current IDSs cannot keep up with the amount of data flow some networks can provide.  When putting an IDS on some of the higher speed networks (e.g., ATM, Gigabit Ethernet, or even Fast Ethernet [100Mb/s]), it is like “drinking from a fire hose” and they are unable to capture enough packets to be truly effective.  Also, due to the configuration of some networks, it is very difficult to effectively deploy an IDS.  Finally, although the IDS might do a great job of gathering data, it is useless unless someone is there to use it.  Until better expert systems become available, following up on the reports generated by an IDS can be a very time consuming process.

Trends In Securing Information Technologies

As history has always shown, all events typically have trends or cycles associated with them.  Computer security is no exception.  Recently all the industry magazines have been touting headlines about computer security and how good or bad it is.  This is in part due to the media over-emphasizing a topic they know little about.  But this is also due to the fact that the number of attacks and attackers in the world is increasing.  That reason alone is why computer security should be an integral component of all information technology decisions.  Another major factor in the concern for securing information technologies is that the Internet is now being used to perform business transactions.  For business transactions to occur smoothly, ways need to be put in place to limit fraud, waste, and abuse.  In order to do this, security-minded decisions must be made.

Overall Trends:

More and more attacks are being deployed everyday.  New bugs are being discovered, poor coding practices are in effect at many companies, and more attackers exist today than ever before.  These attackers are both unorganized (a.k.a. “script kiddies”) and highly organized.  These highly organized attackers may be agents of foreign governments or from organizations that want to obtain some prized information.  Regardless of where the attacks are coming from, the seriousness of these attacks is increasing.

This is partly due to the fact that more “valuables” are now stored in on-line systems and that the societal dependency on systems is increasing.  Unfortunately, a lot of information technology managers are not learning from history.  They are ignoring these threats or are postponing worrying about them until a major incident occurs.

Industry Trends:

When thinking about security, one immediately thinks of the military or of the banking industries.  These organizations are also the pioneers and leaders of computer security.  They have established a lot of the major concepts and architectures that the rest of the industry follows.   

Some of the cornerstones of well-respected computer security architecture are the deployment of firewalls, the use of strongly authenticated encrypted sessions and VPNs.  However, it is not sufficient just to install a firewall and forget about it.  These systems need to be monitored and maintained.   Firewall systems are further enhanced by the deployment of intrusion detection systems.  These systems monitor all the traffic on a network and alert a master console to any abnormalities.  Currently the data generated by these systems can be overwhelming for a large network.  To help better review these and other logs, expert systems are currently being developed.  These systems profile network traffic to identify odd behavior, examine what is being affected, and suggests how to fix these problems.  Expert systems are also being used to generate incident reports.

Banks and other security-minded groups also perform a lot of their “mission critical” applications on closed networks.  These networks have highly controlled points of entry and are typically managed by one organization.  Sometimes specialized software is required to access these networks.  The goal of establishing these networks is to help limit security risks by maximizing the levels of control that the organization can exert over it.  This also helps an organization provide a high level of service and availability.  Since they are responsible for all parts of the network, they can do whatever is required (e.g., install redundant systems, reduce congestion, etc.) to make sure that they meet their availability requirements.  In many cases the open and closed networks never meet.  In other organizations, a highly evolved set of rules and regulations exist to enable data to be transferred between these networks. 

Another trend in corporate America is to turn the firewalls and monitoring systems away from the outside and use them to monitor the traffic on the internal networks.  This way corporations can keep an eye on the activities of their employees.  This however brings up issues about individual privacy and the legality (or morality) of monitoring sessions.  

Risks Associated With Using The Open Internet For Mission-Related Networking

When using the Internet, one needs to assume that they have no guarantee of accurate and timely delivery of their data nor should they assume that any of their data is being transmitted in confidence.  With this as a basic assumption, systems can be built to try and gain these additional levels of confidence.  Another assumption that needs to be made while using the Internet is that there is no distinct path between two points.  Many times two packets might take divergent routes to meet at the same destination.  These paths can go through a wide array of possible routes and the users have no way of specifying the route taken.  Since the paths are so random, there is no control over where things may go or what intermediate carriers may be used.   This lack of control puts any operation that takes place on the Internet at a much higher level of risk than an operation that takes place on a closed network.  In the case of mission-critical operations, this level of risk may not be acceptable.

Loss Of Public Trust:

Since NASA is a well-established scientific organization which has a world-renowned reputation for excellence, one of its most valuable assets is the trust instilled in it from the public.  If some of NASA’s findings are found to be inaccurate, or a mission were to be lost and the reason for this was traced back to computer security being handled in a cavalier manner or  being classified as an ancillary concern, the Agency will suffer tremendously.   This will give cause for the validity of other NASA findings to be questioned as well.  None of this would be good for NASA’s reputation or public image.  It will also be a huge burden to convince the world that all of the problems have been corrected.  This point has been made painfully clear in the recent report about the security risks associated with NASA’s systems and networks by the U.S. General Accounting Office (GAO).

Data Loss Or Corruption:

A risk associated with the use of the Internet is that packets may not make it to their destination in a timely or accurate manner.  This is due to the large number of networks, switches, routers, and hosts that any data may have to go through to get to its intended recipient.  If any of these intermediate machines are compromised (e.g., power loss, hardware problems, security violations, etc.), the data transmitted may be compromised as well.  These compromises can result in total data loss or in corrupted data (data that has been altered directly or indirectly).  In addition to this, the IP protocols that are used as the lingua franca of the Internet are easy to subvert or listen to covertly so that the data may not end up with just the intended recipient.

Reliance On Internet Service Providers (ISPs):

Unlike most networks in a private organization where the organization maintains the network themselves, when using the Internet, a connection from one point to another may go through multiple networks owned and operated by different companies. Each of these companies has their own support and operation structures, performance standards, quality assurance testing guidelines and security policies and procedures.  As a customer of an ISP, it is nearly impossible to find out the internal policies, procedures and standards of these companies to make an informed decision whether the services will be sufficient for their requirements.  The greater the "network distance" (i.e., the number of network hops it takes to get from one point to another), the more complicated things become and the higher the chance of a failure of service.

Let's describe some of the major risks that ISP users should be aware of:

Technology:

· Due to explosive growth in usage of the Internet in a very short time-frame, developments in technology solutions have been based on a reactive rather than proactive methodology. Because of the immediate need for solutions, development life-cycles are accelerated to get new products out in the hands of consumers before they fall behind the technology curve. Often a company will release a beta-product due to these demands. These products are not thoroughly tested and may contain undiscovered defects such as interoperability or security problems that are left to the end-users to discover once deployed.

· Historically, companies have rushed to release a new product to the market using new technologies to compete with their rivals before any standard has been set, thus creating severe interoperability problems.  For example, modem technology has particularly suffered from this situation time and again (i.e. the 28.8K V.FC "non-standard" prior to the finalization of the V.34 standard, the non-interoperable competing 56K X2 and K56flex "standards" which were in use for over a year prior to the ITU V.90 standard for 56K modem interoperability was agreed upon). Such problems aren't confined to modems alone. A recent Experimental Study of Internet Stability and Wide Area Backbone Failures funded by the National Science Foundation also found that "Internet vendors regularly market backbone equipment featuring new software algorithms even before these protocols have advanced into official standards."

· The standard methodology can be summed up as “Release it now. Fix it later.”

· As a consumer, one cannot rely on their ISP to perform thorough in-house testing before deploying new technologies. The assumption is made that while a multi billion-dollar worldwide network provider may have the time and staffing resources to perform an extensive functional analysis of a new product, a smaller regional ISP may not have these luxuries. Yet, it seems that even the heavyweights are subject to these problems. According to an ABC News report, On July 16, 1999 Bell Atlantic's DSL customers in the Boston, Philadelphia, Washington DC and New Jersey areas suffered widespread extended outages (upwards of 8 hours) due to a software "upgrade"."

Staffing:

· With the explosive growth of the number of people getting ISP access, many are finding it hard to keep staffing level growth proportionate.

· With the rapid deployment of new products, and under-staffing it's difficult for the provider to train their engineers in emergent technology.

Security:

· The business of ISPs is to provide unrestricted Internet access to their customers, as well as a wide variety of services, because of this, there's many avenues for hackers to exploit which would normally be unavailable to them on a privately controlled network.  

· If the ISP provides shell accounts, there exists the possibility that users may take advantage of local operating system exploits to gain super user access and deploy sniffers, access or corrupt other users' data or even take down the whole system.

· If the ISP offers co-location, without any thought for segregating traffic, there is also a possibility of sniffing and eavesdropping.

· Various service boxes may also be attacked if they are using exploitable versions of server software and/or operating systems.  The bottom line is that the more services that are open to public usage, the greater the possibility is of a security breach.

Leapfrog (a.k.a. Piggyback) Attacks:

Even the most secure networks tend not have the same level of protection against insiders as they do against outsiders.  This is what makes a leapfrog or piggyback attacks so insidious. Many reporting systems do not set off the same alarms when an attack comes from a “trusted” host as they do when an attack comes from a “hostile” or unknown host. Once an outsider compromises a machine, they can then perform a plethora of attacks against other hosts on that network in a nearly anonymous fashion.  This is a very serious concern. Another concern is how difficult it is to track an attack back to its origin.  When an attacker uses a series of compromised machines as jumping off points to other machines, they can set up a path that is nearly impossible to trace.   

Security Of Non-NASA Satellites:

NASA is not the only organization that has satellites in space.  Various companies, countries, and agencies have satellites in use that is based on the same command and control mechanisms.  This raises the question “If one of these satellites are compromised, can others be compromised in a similar vein?”  Or can one of these satellites be used to interfere with another one in orbit?  These questions are very difficult to answer.  However, when doing a risk assessment they must be addressed.  Since there is software available that will track satellites and space craft that is very easy to obtain, with the proper knowledge of radio communications and the necessary equipment (which can be purchased through consumer channels), a communication link to a satellite could be easily established.  Now if that person establishing that communications link were to possess the command and control codes used to direct the satellite, a potentially hazardous situation could occur where a satellite may be lost (or worse).

Countermeasures That Could Be Taken To Allow The Open Internet To Be Used For Mission-Related Networking

Although there are a lot of risks to using the Internet as a means of relaying data to and from missions, there are some ways that the risks can be limited.  To do this will require a lot of cooperation from the current mission communications authorities since many of these suggestions are currently not in place in the mission networks.  Also, all of these suggestions make the assumptions that secure communications sessions (i.e., data streams will be encrypted) and strong authentication will be used.  It should also be said that the most secure network NASA can use for mission operation is a fully NASA controlled, closed network where all access to and from any machine is strictly controlled and monitored by NASA authorities.  By opening up the closed network, not only one project could be compromised but the entire mission operations network for the Agency could be compromised.  This risk is one to the Agency itself and must be decided by the Agency, not a project.

One-Way Data Transfer – Description:

If the data were to be acquired and stored on a closed network and then a copy were to be written on a proxy server, there should be no reason that the project would not make the data on the proxy available to authorized users.  This would be no different than  watching a pre-recorded broadcast on the Internet.  This way the mission team can access their data without having to go to a mission communications facility.  This would also be good since the proxy would only receive data broadcast from the mission networks and there would be no need for the proxy to try and send data into the mission networks.  This system is described in a pictorial fashion in the following diagram:

One-Way Data Transfer – Diagram:

[image: image15..pict]
Limited Two-Way Data Transfer – Description:

This is similar to the one-way transfer, however some data does get sent back to the satellite via the mission network.  Here, the relay server will run an application where registered users will have a very limited command set that they can use.  This specialized application will be the only thing that will be able to transmit data from the relay to a proxy on the mission network.  The proxy on the mission network needs to have a specialized program that will interpret the commands sent via the relay and then transmit the commands to the space craft after authenticating both the sender and the command sets.  By limiting the set of inputs and having another machine parse the commands (i.e., looking for something “bad”), the risk is greatly reduced.  This process (which is similar to how command uploads are done today) would require customized software. This system is described in a pictorial fashion in the following diagram:

Limited Two-Way Data Transfer – Diagram:
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Auditing:

Currently any hosts that connect to the mission operations network need to comply to a set of security guidelines and pass a security audit independent of the project connecting the machine.  These audits are done at the time of initial connection, and then at random intervals afterwards.  If hosts from the open Internet want to connect to machines on the mission network, they should be required to pass similar audits to help keep the system secure.  This is a very difficult task.  Many people requesting the privilege to connect to NASA networks are using machines that cannot pass a security audit… They might be in an insecure facility, be shared with other users, be lacking a systems administrator, be using old or insecure versions of software, etc.  Machines that cannot pass this audit must not be allowed to connect to the mission networks.  If only machines that were deemed secure would be allowed to connect, the risks would be greatly reduced.

Establish A Secure Dial Up Service For The Mission Networks:

If the mission networks were to allow users to connect to a strongly authenticated dial up service which they provided, managed, and monitored, many users would have no need of going to the Internet.  This service would provide users the remote connectivity they want while allowing the mission communications group a much higher level of control.  And by use of strong authentication methods, access should be very tightly controlled.  Machines that would use this service should still be subject to all the rules and requirements of any other machine connecting to the mission networks (e.g., still subject to audit, managed responsibly, etc.).  This would also help to better record the activities of each user that connects via this system.  It would provide a level of granularity that would enable permission levels to be assigned to each user.

Virtual Private Networks (VPNs):

Virtual private Networks are convenient ways of establishing a secure connection through a firewall.  Trademarks of VPNs are encrypted communication links, a fairly robust means of authentication, and the redirection of network traffic through the encrypted channel (i.e., port mapping).  Although these appear to be an easy solution to connecting two machines across a firewall, there are a lot of additional issues to consider.  One big risk is that by opening up a hole in the firewall for encrypted data to travel through, it can be exploited without detection (since the data traveling thorough the channel is encrypted, all detection and monitoring routines on the network will be rendered useless).  Another big risk is if the client is compromised, the network can be attacked from “within” as soon as the VPN connection is established.

Systems Administration And Monitoring:

Just as being a medical doctor requires years of training, so does being a systems administrator.   Unfortunately, there is no licensing or certification that can prove that systems are being run by a responsible and security-minded individual.  This is one of the biggest problems facing computer security today.  Many systems are set up in a haphazard manner and then connected to the Internet.  Other systems are set up securely at their outset, but as time goes on their confidence level degrades until they become insecure.  To counteract this, a dedicated systems administrator needs to be assigned the task of managing the systems (it would also be good to couple your systems administrator with a security administrator).  This way an expert can keep things running smoothly, and the users can focus on their work.  The systems administration team can:

· Make sure that patches are up-to-date and installed properly

· Correct known system vulnerabilities.

· Vigilantly review the system logs.

· Perform routine backups.

· Enforce rules that make users conform to good security policies.

· Keep the hardware working in a proper fashion.

· Keep the physical conditions at the optimal levels for the machines to operate.

Having well-trained administrators operating and maintaining the systems is one of the best ways of reducing risk to any computer system.

In addition to a well-trained team of administrators, a team of network operators is also required.  A network operations center should be established that is manned 24 hours a day, 7 days a week.  These operators will be on the front lines of any kind of attack that takes place against a system inside the digital perimeter.  They will be actively reviewing and monitoring the logs in as close to a real-time fashion as possible.  They will be the clearing house for status on the networks and will serve as a coordination force for those who become enmeshed in investigating or resolving any kinds of security incidents.

Costs Associated With Using The Internet For Mission Communications

Although it appears on the surface that to use the Internet to connect with another site would be a very trivial expense (i.e., $20 a month to an ISP), it is far more expensive than that.  Opening the mission systems would be a very expensive endeavor.  To keep the networks at the same level of security as they are today, a lot of technology would need to be deployed. This would in turn require a high degree of labor to install the aforementioned technologies.  Some of these costs are direct and outright, others are subtler or hidden.

Outright Costs:

Some of the outright costs are the required technology, the labor, and the maintenance required to keep things running.  Some of the technologies that will need to be deployed are new hosts to act as proxies, new and more robust firewalls, IDS, and other network monitors.  Designing and installing all these systems require a lot of labor as does maintaining them.  The continuing efforts of policy enforcement, monitoring, and auditing are also very labor intensive tasks.  This type of work requires a highly-trained professional.  Currently, these professionals are rather scarce and usually have a weighty price tag associated with their efforts

Hidden Costs:

Costs in this category are much harder to quantify.  They do not have direct costs associated with them but they do have costs nonetheless.  These costs include the time and inconvenience to the user associated with using security systems.  Another hidden cost is that associated with keeping ahead of the technology curve.   Retrofitting extant systems to use secure features, designing new systems, and building systems strong enough to perform security functions (e.g., processors need to run encryption routines in addition to their normal mission functions) is an expensive proposition.

Opportunity costs must also be classified in this category.  The cost of not implementing a secure solution must be weighed against the cost of losing the mission and all the bad publicity associated with this condition (e.g., loss of reputation, impact on other projects, cost of data lost, etc.).  Here, the value judgements made by the project manager are very difficult.  

Benefits From Using Open Networks For Mission Communications

If the mission networks were opened to the public Internet, both networks have the potential of benefiting.  Primarily, the security of the open networks would be boosted towards the level enforced upon the mission networks.  By making administrative networks at NASA more like the closed networks, a higher level of service could be offered to the users of the open networks.  These services could be enhanced to offer more secure versions of the services they currently offer.  This would enable more remote access and allow telecommuting to occur in a more secure fashion.  

By allowing users to use open networks to connect to the closed mission networks, an argument could be made that employee productivity would be boosted.  This would be in response to the lessening of some of the security restrictions enforced upon the current closed mission network (e.g., restricted physical access, etc.).  This increased level of access would also give some users easier and quicker access to data.  Since it can now be accessed from remote sites, users no longer need to go to the data centers.  Administratively, this change would make it much more flexible to grant off-site users access to data.  No longer would a user need to have a badge to access mission-related data or systems.  

Use of the open Internet also would enable data to be given to the community in a much quicker fashion.  Data could be transferred from a site on the closed network to a proxy server on the open network in an almost instantaneous fashion.  This would allow the general public to access the data being proxied in a nearly real-time fashion (perfect for sending out images from a mission similar to the Mars Pathfinder).

Even though more access could possibly become available if the closed networks were to be opened up (to any degree), dedicated mission control facilities will still be required.  Should outside access be impeded, the dedicated systems would need to be used as a failsafe mechanism.

Security Policies Affecting NASA

NASA, being a government agency is subject to a huge amount of regulation.  There are laws, presidential directives, Agency policies, and other regulations that stipulate and specify how NASA must act and how projects need to be administered. NASA formally established its computer security program in 1979 by issuing its first agency wide policies regarding the security and integrity of agency computing facilities. Since 1995, The Chief Information Officer (CIO) of NASA has had overall responsibility for setting and enforcing security policy and standards. The CIO does this by relying upon an appointed security program manager for the Agency.  This person then interacts with officials throughout NASA to identify security issues and propose new policies and standards. The policies and standards are adopted only after consensus is reached among representatives of NASA's program offices and field centers.

United States Laws:

United States Computer Security Act of 1987 and the United States Code, Title 18 both specify how federal agencies should manage and operate their information technology resources.  They specify also that inappropriate use of these systems may constitute a felony.  The groundwork is also established so that the government can establish a set of standards in the areas of information technology which can then be applied to all federal agencies.  This was done so that the federal government can erect a protective barrier between themselves and “hostile” forces.  These standards would be established by NIST, the NSA, and other portions of the federal government with a primary focus on either setting standards or security systems.  It also sets up a method for the government to audit the systems in place at the agencies.  

NASA Procedures and Guidelines (NPG) 2810:

NASA Procedures and Guidelines:  2810 is a document that was created by the security officers at each NASA facility, and ratified by the Chief Information Officers in the Agency.  Simply stated, this is the authoritative reference for NASA on systems and information security. This document was created to give the Agency as a whole some overall guidance on how to integrate IT security into its standard business practices.  Recently ratified, this document details the roles, responsibilities, and all requirements expected of NASA systems and personnel with respect to security.  It provides direction so as to ensure that “safeguards for the protection of the integrity, availability, and confidentiality of IT resources are integrated into and support the missions of NASA.”  In addition to this, NPG 2810 defines security metrics and ways of gathering data about security incidents.  NPG 2810 applies to ALL NASA employees and NASA contracts.  It is also applicable to Agency personnel and resources in deployment at non-Agency sites including colleges, universities, and other research establishments.  NPG 2810 states that:

· Protective controls need to be factored into all decisions concerning information technology resources.

· Security should not be an afterthought.

· A secure computing environment is based on managing risks to an appropriate level.

· Everyone is responsible for helping to ensure that computing resources are not exposed to undue levels of risk.

· All of NASA’s information is considered valuable and sensitive to some degree.
· All of NASA’s information technology security plans need civil servant oversight and approval.
These guidelines are what makeup the cornerstone of the Agency’s information technology security philosophy.

A key factor in NPG 2810 is that security planning should be done throughout the lifecycle of a project or a mission.  This includes doing a full risk assessment in the plenary phases of a project.  It also specifies that each project needs to have a security plan which would include a “rules of proper use” by which each employee would abide.

NASA Executive Notices:

Over the years, NASA has issued statements regarding the Agency’s stance toward the security of its computing assets.  After the GAO audit, and a series of reports from the NASA Inspector General the NASA Administrator (Daniel Goldin) stated that the Agency needs to “improve information technology security.”  This memo later went on to describe many ways that security could be improved.  The suggestions made by Mr. Goldin served to reinforce the standards being set forth by NPG 2810.

Previously, John Lynn (NASA Chief Information Officer) released a statement chastising NASA on its non-compliance to security measures established by the National Security Agency and the Department of Defense with regard to the protection of the command/control uplinks of spacecraft.  This statement went on further to state:


It is NASA policy to encrypt telecommunications involving national security information processed by NASA resources and secure spacecraft and command/control uplink with NSA-approved and-endorsed techniques.  It is NASA’s policy to secure the command/control uplinks of space systems that are intended for unclassified missions but may be used to augment national security operations in the event of a national emergency.  Exceptions to this policy may only be granted by the National Security Telecommunications and Information Systems Security Committee (NSTISSC).

This letter shows NASA’s commitment to using channels which are as secure as possible when commanding spacecraft.

National Telecommunications and Information Systems Security (NTISS) Policy Number 1:

The National Telecommunications and Information Systems Security Committee (NTISSP) is a body which regulates how the federal government communicates.  This group issued a statement in June 1985 that has yet to be superceded.  This statement, simply put, says that all data being transmitted over satellite circuits must be “protected by approved techniques from exploitation by unauthorized intercept” if it in any way could be considered security related.  It also states that any satellite launched after 1990 needs to have a protected command/control uplink.  It also states that the organization responsible for a mission needs to coordinate with the NSA to protect its command/control uplinks even if it is only a civil satellite that is to be used exclusively for an unclassified mission.   This policy applies to spacecraft, satellites, command ground stations, data acquisition stations telecommunications, and command/control uplinks.

Presidential Decision Directive (PDD) 63:

Recently, with all the discussions of cyber-terrorism and the recognition that the United States government is reliant upon the digital communications infrastructure, the Office of the President issued a Presidential Decision Directive with respect to information security.  This document is PDD 63:  The Clinton Administration’s Policy on Critical Infrastructure Protection.  This directive states that the federal government needs to strengthen its policies with respect to information technology so that it can better protect the needs of the American populace.  One of the major areas this directive targeted was telecommunications.  The Executive Office wants every federal agency to reduce their vulnerability to attacks which might disrupt any of the services that the government needs or the populace expects.    This directive states that the federal government will pool its resources and work with the private sector to move America’s information technology assets to a higher level of security.

Summary

Security of information systems is very important.  Unfortunately, some of the barriers that security measures impose are not warmly received by users.  In order to open up some of the most secure networks and systems owned by NASA, a lot of security architectures would need to be examined to determine the feasibility of this prospect.

As with any decision, costs must be weighed against the benefits.  In doing this, the full cost (both direct and indirect costs) must be weighed before any decisions are made.  In addition to this, a full risk assessment must be done as well.  This risk must be viewed on an Agency level and any changes made to the mission networks must be examined on how the changes effect all the users, not just a particular project.  Since security is like a chain and is only as good as it weakest link, all security measures must be looked at from a holistic standpoint.  

Due to the unique nature of business that NASA performs, decisions about security vary greatly.  Many decisions rely upon who the “customer” might be, what type of data might be delivered, who the “competitors” might be, etc.  This makes for a very difficult business model to solve in an overall fashion. And now that many NASA networks are being outsourced through vehicles like ODIN (the Outsourced Desktop Initiative) and CSOC (the Combined Space Operations Contract), significant changes are occurring with how these networks are being designed, monitored, and managed.  This adds a degree of uncertainty to the picture that never existed before.

There are some policies in effect at NASA that limit what can be done by the Agency.  Some of these policies limit how data is to be transmitted and what safeguards need to be put in place.  All of these policies must be followed or else a waiver needs to be obtained. Although many decisions about the security of information assets are up to the individual projects, the overall guidelines need to be decided by the Agency.  These guidelines need to be followed so that the Agency remains secure irregardless of the directives of individual projects.

Awareness of security policies, network security techniques, and how they integrate with computer technologies is only half of the problem when it comes to collecting data from spacecraft. The other half of the problem is in understanding real time control paradigms and how the users of spacecraft (both NASA and others) apply them to spacecraft control. Without a paradigm shift in how missions are designed, there will be significant risks assumed and incurred if NASA were to attempt to use open networks like the public Internet for this business.  The risks would exist not just for mission operations (i.e., command and control), but also for “doing science” from spacecraft.
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