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Summary

Long Term Goal(s)
The long term goal of the Operating Missions as Nodes on the Internet (OMNI) Project is to project new technologies and concepts that make it practical and cost-effective now to build and operate missions as nodes on the Internet.  

An intermediate goal of the OMNI Project is to demonstrate these technologies and concepts in the form of a prototype mission operated in a distributed fashion via ordinary Web browsers on ordinary workstations arbitrarily located in, for example, offices and laboratories.  This prototype mission represents a spacecraft, a balloon payload, or any other remote instrument platform.  The prototype is built around a standard LAN and standard Internet Protocol communications and interfaces, with not only the “spacecraft” but also each instrument on the “spacecraft” individually accessible as a node on the Internet.

A key objective of the OMNI Project is to demonstrate the cost-effectiveness of building and operating missions as nodes on the Internet using standard network protocols and COTS hardware and software.  Another key goal is to demonstrate a way to eliminate the need for traditional Level Zero processing, which is an automatic benefit of the reliable data transfer protocols included under the Internet Protocol suite.  For certain mission scenarios, special application layer protocols may be more appropriate for this purpose; an example of such a protocol is the Simple Automatic File Exchange (SAFE) Protocol for automatic replication of onboard science data at a designated node on the Internet.  This will permit the demonstration of simplified operations concepts on the Internet, which is also an important objective of the OMNI Project.

In order to achieve the stated goals and objectives, the following capabilities and resources are needed:

· Software development personnel (Java, C, C++, JSWITCH, IPIC, SAFE)

· Software development environment (VxWorks, Web browsers)

· Applications software source code for JSWITCH, IPIC, and SAFE.

· Operations scenario development personnel.

· Web interface development personnel.

· Laboratory space for hardware assembly, configuration, and packaging.

· Hardware and network communications development personnel.

· Prototype hardware, including LAN, card cage, simulated instruments (e.g., weather station, video camera and controller, GPS receiver).  (NOTE:  The initial OMNI prototype has been assembled from the available IPIC prototype hardware previously developed and demonstrated by CSC under auspices of Gary Meyers/581.0.)

· Development and demonstration hardware (Unix/PC/Mac workstations) both to develop science operations and mission control capabilities and to simulate science operations and mission control by mission controllers, PI, Co-I, and guests.

Success Criteria
The OMNI project will be declared a success (and completed) when several missions have adopted the OMNI concepts.

Enabling Technology
The VxWorks operating system is required for initial development.

JSWITCH, IPIC, and SAFE.

Standard Web browsers.

Standard network protocols below the application layer.

For data communications via TDRSS: TDRSS transceiver and antenna.  For data communications via commercial service: an appropriate transceiver and antenna.  For operations in polar regions or above the lower atmosphere, the transceiver must be specially rated and qualified for performance in the expected environment.

For space missions, space qualified hardware and/or firmware for operating the spacecraft side of the network protocol.  For balloon missions, upper atmosphere-qualified hardware and/or firmware for operating the balloon payload side of the network protocol.

Operational Concept

Operations of a mission based on the OMNI concept are extremely straightforward and inherently accommodate any requirement for distributed operations.  Routine science operations and mission control interfaces revolve around standard Web browser windows with appropriate security measures.  For instance, a mission controller wishing to command his spacecraft would click on an icon or button corresponding to the mission, which, following a secure login sequence, would cause one or more browser windows to appear as the controller’s interface to the spacecraft.  This interface would be mission-specific, with various real-time telemetry displays and buttons for standard command sequences.

By using standard networking protocols and concepts, the OMNI prototype shows that missions of various types (spacecraft, balloon payloads, etc.) can be built and operated at lower total cost both programmatically and project-by-project.  Operational aspects rely on a substrate of standard, already familiar interfaces.  Instrument selection and integration are simplified, as are science operations and mission control procedures.  Every instrument and the spacecraft/payload itself can be directly and independently addressable as nodes on the Internet.  In such an environment, growing numbers of off-the-shelf (OTS), Internet-compatible tools can easily be brought into use in standard ways, both by the PI and co-investigators and by the mission controller(s).  This helps ensure that life-cycle and programmatic costs can be kept as low as possible.

A key concept in OMNI is the virtual mission remote, which is a representation of the real mission remote (spacecraft, balloon payload, etc.) and is resident in some designated node on the Internet.  The virtual mission remote is automatically maintained in the maximum possible state of fidelity with the real mission remote. 

Users interact with the “virtual” mission remote, but they have the sense of interacting in real time with the real remote.  User locations would include the principal investigator’s location, the locations of other authorized users, and the ground control operator’s location.  

The SAFE protocol is the enabling technology for replicating instrument data and instrument commands between the real and virtual mission remotes.  The mechanism is suitable for engineering data and spacecraft commands as well. 

This file replication mechanism makes use of standard network protocols such as the Internet Protocol (IP) or JPL’s Space Communications Protocol Standards (SCPS).  Consequently, it does not replace existing protocols but employs them effectively in a cost-saving operations scenario. 

The SAFE protocol assumes that a mission remote (for example, a spacecraft or a balloon payload) is addressable as an Internet node.  A further assumption is that (for technical reasons) the forward link to return link bandwidth ratio for the mission exceeds a certain minimum.  In the simplest operational concept, SAFE permits files on the mission remote to be automatically replicated at another Internet node, and vice versa.  Command files at the mission control location will be automatically replicated at the mission remote, while housekeeping and science data files will be automatically replicated at prescribed nodes on the Internet.  SAFE automatically accommodates and manages intermittent communications (typical of ground station contact with spacecraft in low earth orbit) by detecting which parts of a file have been sent but not received and automatically initiating renewed network connections in order to resume transmission of the remaining data. 
Project History (Milestones/Accomplishments)

· June 1997.  SAFE Project initiated 

· September 1997.  Initial formulation of the SAFE protocol. 

· June -- October, 1997.  SAFE Build 1 -- Demo version for intermittent connection. 

· November 1997 -- January 1998. SAFE Build 2 -- Demo version for intermittent connection and mobile IP. 

· January -- March, 1998.  SAFE Build 3 -- Demo version for high throughput using NFS/RPC standard.  

· April -- June, 1998.  SAFE Build 3.1 -- Demo version for high throughput using streamlined application-layer protocol. 

· July – September 1998.  SAFE Build 3.2 – Refinements to Version 2 that reduce the packet header overhead. These refinements respond to the need to minimize up-link bandwidth during down-link data file transfer. 

· July 1998.  New SAFE project manager.

· August 1998.  OMNI Project initiated 

· August 1998. SAFE Demonstration for representatives from Code 970 and Johns Hopkins University Applied Physics Lab

· September -- November 1998.  SAFE Build 4.0 – Port of the Version 2 server to C++ for tests on small systems that do not have a Java run-time module, and added enhancements for compatibility with OMNI prototype.

· September 1998.  Demonstration of SAFE for multiple GSFC organizations and contractors.

· September 1998.  Demonstration of SAFE for UNEX Project Manager.

· September 1998.  Demonstration of SAFE for Chief, Satellite Networks and Architectures Branch, NASA/Lewis.

· September 1998.  Initial OMNI Project plan developed. 

· September 1998.  Initial OMNI prototype integrating JSWITCH and IPIC developed. 

· September 1998.  Demonstration of OMNI for UNEX Project Manager.

· September 1998.  Collaborative relationship established between OMNI Project and Code 567 (TDRSS engineering).

· September 1998.  Demonstration of OMNI for Chief, Satellite Networks and Architectures Branch, NASA/Lewis.

· October 1998.  Initiation of a collaboration with NASA/Ames to apply formal methods and tools for verification and validation of the SAFE implementation code.

· October 1998.  Initial OMNI Web page created.

· October 1998. Successful test of OMNI prototype via TDRSS using the RF-SOC.

· October 1998.  Study of commercial communications suppliers. for OMNI, as an alternative to TDRSS.

· October 1998.  Commitment by OMNI Project to support the proposed shipboard mission to observe the August 1999 Solar Eclipse in the Black Sea.

· November 1998.  Resolution of issues related to contractor’s request for NASA permission to assert copyright on the SAFE source code.

· November 1998.  Integration of new weather system into OMNI hardware and software environment. Initial problem resolution and integration of KVH pointing antenna pedestal into OMNI configuration.

· December 1998. SAFE Demo for Code 561.

· December 1998.  Installation of SAFE into the OMNI prototype mission.

· December 1998.  Collaboration workshop with NASA/Ames  and Univ. of Nebraska at Omaha to apply formal methods and tools for verification and validation of the SAFE implementation code, and to develop new V&V tools based on formal methods.

· December 1998.  Demonstration of OMNI for Chief, Flight Electronics  Branch, Code 561.

· December 1998.  Initial discussion of collaboration with Satellite Networks and Architectures Branch, NASA/Lewis.  (Performance analyses and simulations of SAFE protocol.)
· December 1998.  Integration of SAFE software into OMNI prototype.

· December 1998. Second test of OMNI prototype via TDRSS using the RF-SOC. Successful data flow from RFSOC to end users demonstrating satellite commanding and data delivery using standard TCP/UDP/IP protocols over TDRSS links. Successful demonstration of standard UDP/IP protocol operating over a TDRSS return-link only configuration.

· December 1998. Acceptance of OMNI presentation by Ground System Architecture Workshop for presentation in Mar 1999.

· January 1999.  Participation by Code 582  (Flight Software) initiated.  OMNI team received tour of MAP flight software development lab.

· January 1999.  ECOMM transceiver integrated into OMNI prototype.  Test of OMNI prototype via TDRSS using the ECOMM transceiver in independent mode with a TDRSS return-link only configuration.

· January 1999. Satellite Networks and Architectures Branch, NASA/Lewis submits draft MOU for collaboration on SAFE and OMNI. 

· February - April 1999.  Conducted a series of demonstrations for management, potential customers, and collaborators.  These demos were supported via TDRSS.
· March 1999.  Demonstrated OMNI operations scenario with remote co-investigator at NASA/GRC, JHU APL, and University of New Mexico.
· April 1999.  Demonstrated OMNI operations scenario with TDRSS handover.
· April 1999.  ECOMM transceiver becomes unavailable for further demonstrations.
· May 1999.  Completed initial architecture for a full IP mission.

· May 1999.  Completed initial architecture for  ground and space network upgrades to support IP missions.
· May 1999.  Completed analysis of technical issues related to IP missions.
· May 1999.  Supported drafting of policy statement for presentation at interoperability plenary session in Europe in June.
Project Plan Overview

OMNI:

· Basic software integration (JSWITCH, IPIC, SAFE) [Sept.-December. 1998]

· Integrate instruments [September - November 1998]

· Initial RFSOC testing [October 1998]

· TDRSS-compatible transceiver acquisition and integration [January 1998]

· Commercial communications service integration [November 1998 - January 1999]

· Demonstrate for management via TDRSS [January - June 1999]

· Demonstrate for management via commercial communications service [January - June 1999]

· Provide the OMNI prototype as the mission remote and support the 1999 solar eclipse observation in the Black Sea via TDRSS, with PI Ron Parise (a GSFC educational outreach effort) [August 1999]

· Develop architectures for both full IP missions and the network infrastructure required to support them.  [May 1999]
SAFE:

· Build 5 – SAFE Version 3 S/C server and Proxy Client for Ground Station [3 months Sept.-December. 1998]

· Build 5.1 – Port of SAFE Spacecraft Server to C [2 weeks]

· Build 6 – SAFE Proxy Server for Ground Station and Client for the PI Machine Client [3 months Dec. 1998-Feb. 1999]

· VxWorks Port of C code for SAFE (Dec. 1998 - )

· VxWorks Installation of SAFE Java code (as Java run-time becomes available)

· Investigate: use of SCPS-TP as protocol on the space segment for incorporation in SAFE Version 3

· Continue offering SAFE demonstrations and cultivating relationships with potential users of the SAFE technology.

· Continue collaboration with other technology development teams to design and build a virtual mission remote demonstration system for SAFE.

· Produce a formal specification of the SAFE protocol using CSP (Communicating Sequential Processes), a formalization language.  Begin formulating system properties that could be proved using a mechanized proof engine like SPIN.

· Develop a demonstration of a SAFE implementation for the South Pole TDRSS Relay (SPTR).  [May – June 1999]
Targeted Customers

Potential Customers

Any mission desiring low-cost mission development or low-cost, distributed mission operations and control could be a customer for the OMNI concept.  The appropriateness of the concept may be conditioned on the data rates used on the mission.  For example, if the ratio of return and forward data rates exceeds 60, and the mission requires reliable data return, then the appropriateness of the OMNI concept may be diminished. 

Committed Customers

KRONOS

1999 solar-eclipse observation mission to Black Sea
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Justification

Customer Need(s)
Customers want dramatically lower costs both for mission development and for operations and science data returned.  Further, principal investigators often want more timely and direct access to science data, as well as more flexibility in accessing and using data in a collaborative/distributed mode with other investigators.  

Projected Customer Benefits
The OMNI architecture and concept are built on three technologies: 

· JSWITCH (Java-based Spacecraft Web Interface to Telemetry and Command Handling)

JSWITCH implements the concept of interfacing with a mission via an ordinary desktop computer connected to the Internet.  Specialized Java routines are provided as needed to supplement access via standard Web browsers.  Principal investigators and mission controllers are already familiar with the Internet and associated tools, decreasing time required for training and familiarization with a new mission environment.

· IPIC (Internet Protocol Instrument Communication)

IPIC embodies the concept of a mission onboard LAN to which each instrument is connected, enabling it to be independently and individually addressed as a node on the Internet.  Science investigators can be provided with direct, immediate access to their instruments and science data.  

· SAFE (Simple Automatic File Exchange)

SAFE is viewed as an element of a viable Mission-as-a-Node-on-the-Internet concept.  SAFE enables a clean, practical realization of the “virtual spacecraft” concept,  It enables science data files on the spacecraft (or any other type of mission) to be automatically replicated on the virtual spacecraft on the ground.  Even when mission RF communications links are intermittent, the protocol ensures that data on the ground is as current as possible.  SAFE also provides for 100% reliable data transfer.

The expected benefits of the OMNI architecture are in two categories:

· Mission operations cost reduction.  Reliable science data return using standard network protocols eliminates the need for traditional level zero processing.  Use of standard personal computers with standard web browser technology as the mission control interface also provides the possibility of significant cost savings

· Ability of scientists and other experts to interact conveniently with the mission remote (i.e., the spacecraft, balloon, etc.) from their desktops.  This will enable more efficient analysis of science data and more effective distributed user collaboration.  Such benefits derive principally from reducing to a minimum the delay in the availability of science data.

The expected benefits of using the SAFE protocol are in two categories:

1. Mission operations cost reduction.  Reliable science data return using standard network protocols eliminates the need for traditional level zero processing.  Use of standard personal computers with standard web browser technology as the mission control interface also provides the possibility of significant cost savings.

2. Ability of scientists and other experts to interact with the mission remote from their desktops.  This will enable more efficient analysis of science data and more effective user collaboration.  Such benefits derive principally from reducing to a minimum the delay in the availability of science data.

Mapping to Technology Focus Area Roadmap
TBD.

Related Efforts

GSFC:  IPIC

The Internet Protocol Instrument Communication (IPIC) project is developing the concept and issues related to communicating with satellites as if they are “nodes on a network”.  IPIC supports satellite development and operations concepts based on industry standard communication protocols.
GSFC:  JSWITCH

The Jswitch (Java-based Spacecraft Web Interface to Telemetry & Command Handling) technology permits platform-independent user interfaces to spacecraft command and control systems.  The system employs Java technology and readily available security software to allow “lights out” operations and remote access via the open Internet and standard web browsers.
GSFC:  SAFE

The Simple Automatic File Exchange (SAFE) project has developed a new communications protocol that operates automatically in the presence of intermittent communications contacts with a mission remote, while enabling returned science data (as well as operator command loads) to be transferred with 100% accuracy (when this is needed).
GSFC:  IRC

TBD.
JPL:  SCPS

.SCPS is a network protocol developed specifically for space communications links and for connections between fixed sites and processes. If a bi-directional communication link is available, then SCPS is competes head-to-head with Internet protocols running with commercial hardware for satellite link networking. When the link bandwidth is highly asymmetric, SCPS has compression features that reduce protocol overhead and enable better operation. SCPS-TP is one option under consideration for use in SAFE. SAFE is an applications-level concept that can utilize different underlying network protocols. 

GSFC: Space Protocol Testbed Development and Support
This testbed is operated by New Mexico State University with support from NASA/GSFC Code 564. It is capable of testing protocols such as TCP/IP and SCPS. There is a possibility to use the test facilities for testing SAFE. 

Research

Awareness of Similar Efforts and Technology Drivers for this Domain

The following conferences have been attended, and literature has been reviewed as input to determining a unique niche for the SAFE project, and assessing the most pressing customer needs.

Source
Date

Satellite Networks: Architectures, Applications, and Technologies, sponsored by NASA/Lewis Research Center
June 2-4, 1998




Input from Representative Customers/Collaborators

The following mission personnel and potential collaborators have been interviewed and consulted during the development of OMNI:

Name
Organization / Job

Ron Polidan
GSFC/Code 600

Ron Parise
CSC

David Pierce
UNEX Project Manager, NASA/Wallops, Code 802

Martha Chu
JHU/APL

Ben Ballard
JHU/APL

Marty Fraeman
JHU/APL

Robert Caffrey
GSFC/Code 970.2

Mike Lowrey
NASA/Ames

John Penix
NASA/Ames

Klaus Havelund
NASA/Ames (Recom Technologies, Inc.)

Michael Hinchey
Professor, University of Nebraska at Omaha

Kul Bhasin
NASA/Lewis Research Center (Chief, Satellite Networks and 
Architectures Branch)

Keith Hogie
CSC

Elaine Shell
NASA/GSFC (Head, Flight Software Branch, Code 582)

Bob Stone
NASA/GSFC (Head, Flight Electronics Branch, Code 561)

Bob Connerton
GSFC/Code 581

Bob Stone
NASA/GSFC (Head, Flight Electronics Branch, Code 561)

Rick Schnurr
NASA/GSFC/561

Quang Nguyen
NASA/GSFC/561




Awareness of Current Research and Accomplishments in this Area

Doesn’t this repeat an earlier question??? The following conferences have been attended, and literature reviewed as input to developing an awareness of current progress within the industry in using our selected enabling technology.

Source
Date

TBD
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Collaboration and Technology Transfer

Ideas / Plans for Collaboration
The IPIC and JSWITCH projects have developed other useful elements of a system that could be configured as a “virtual” mission remote.  The former SAFE project worked with the IPIC and JSWITCH development teams towards this end, and towards a possible demonstration of the virtual mission remote concept in the near term.

Additional contacts have been made with JHU/APL, Code 970, Code 561, NASA Lewis Research Center and NASA Ames Research Center with the view of cultivating collaborations and multi-way technology transfers.

· JHU/APL

Potential for technology transfer – 

adoption of OMNI concept

adoption of SAFE

· Code 561

Collaboration on exploring the possibility of incorporating OMNI architecture and concept into the Spartan 401 mission.

Collaboration on proposing a plan for development of flight-qualified Internet protocol hardware (e.g., routers) for various classes of mission.

· NASA/Ames

Collaboration on using automated methods and formal methods for V&V of SAFE protocol.

· NASA/Glenn
Collaboration on simulations related to the OMNI architecture and SAFE protocol.

Collaboration on cost analyses and trade studies related to the OMNI architecture and SAFE protocol.

Collaboration on proposing a plan for development of flight-qualified Internet protocol hardware (e.g., routers) for various classes of mission.

Ideas / Plans for Technology Transfer and Commercialization

TBD.

Appendix

‘99

Appendix

‘99

Plan / Progress

Goals
1. Demonstrate end-to-end distributed operations of a prototype space mission as a node on the Internet.

2. Demonstrate mission and science operations via TDRSS.

3. Demonstrate mission and science operations via commercial communications services.

4. Demonstrate a test bed supporting integration of IP-based instruments and spacecraft hardware and software components, and analysis of the cost-effectiveness of an IP-based architecture and concept for mission and science operations.

Milestones
Milestone
Planned Date
Actual Date

Initial OMNI prototype developed
9/98
9/98

Initial OMNI Web pages
10/98
10/98

Testing via TDRSS using the RF-SOC
10/98
10/98

Testing via TDRSS using ECOMM transceiver
1/99
1/99

Testing via commercial communications service
1/99
cancelled

Initial mission operations scenario 
1/99
2/99

Testing “flight” operations via TDRSS
2/99
2/99

Testing “flight” operations via commercial communications service
2/99
cancelled

Prototype packaging for repetitive demonstration
3/99
2/99

Management demonstration
3/99
3/99

Shipboard support of 1999 solar eclipse mission in Black Sea
8/99
8/99

Architecture for full IP mission
5/99
5/99

Architecture for network support infrastructure fo IP missions
5/99
5/99
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