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1 Introduction

This paper documents the results of a study performed by AppNet, Inc. under contract to the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center (GSFC). The study was performed for the Information Systems Center (Code 580), Advanced Architectures and Automation Branch (Code 588).

The purpose of this study was to identify and describe:

· The salient characteristics of the spacecraft constellation missions being proposed or planned by Government, the commercial aerospace industry, and academia;

· The key technical challenges that are uniquely associated with deploying and operating spacecraft constellation missions;

· The current research efforts that address some of these key technical challenges;

· Those areas that warrant further study by GSFC, including recommendations to develop proof-of-concept prototypes. Prototyping will yield better insight into the technical challenges and it will mitigate the risk of implementing them when satellite constellations are to be deployed.

2 Background

On January 31, 1958 a 14 kg spacecraft, Explorer 1, became America's first earth orbiting satellite. Although the successful launch was an event unto itself, Explorer 1 also went on to provide the data that led to the discovery of the Van Allen radiation belts.  Since then the dominant space faring organizations of the world, notably the US, Japan, the European union, and Russia, have collectively launched thousands of spacecraft into a great variety of low earth and geosynchronous orbits. Numerous spacecraft have also been sent to explore all but one of the 9 planets that comprise our solar system and their collective dozens of moons. The capabilities, complexity, and the sophistication of these spacecraft have increased dramatically since that winter day nearly 42 years ago: it is a direct consequence of the accelerating pace of significant advances in the technologies that have enabled these spacecraft to be designed, constructed, launched, deployed, and operated. Some of the technologies that have made these advances possible include:

· Sophisticated, very fast, radiation-hardened processors (e.g., RAD6000), and high density, space qualified gate array integrated circuits;

· Communications techniques and technologies such as: sophisticated signal encoding methods that provide virtually error-free transmission (e.g., Viterbi, Reed-Solomon, and Turbo codes); data compression techniques (e.g., RICE algorithm) that yield better bandwidth utilization for high volume multispectral and hyperspectral payload data; and a robust suite of standard format, packet-oriented forward and return link communication protocols (i.e., CCSDS Standards);

· Manufacturing methods and materials science (e.g., carbon composites) that yield advanced, strong yet lightweight structures;

· Innovative, and very efficient, spacecraft propulsion systems (e.g., the Deep Space 1 ion propulsion system);

· Sophisticated instruments and detectors (e.g., high density CCD imaging arrays);

· Highly accurate guidance, navigation and control (GN&C) subsystems; 

· Precision orbit determination using the Global Positioning System (GPS) (itself a spacecraft constellation); and

· Innovative on-board processing software algorithms that represent the first tentative steps toward achieving fully autonomous navigation and mission operations (e.g., Deep Space 1 Remote Agent Experiment).

During this span of four decades, spacecraft have varied significantly in the purpose of their mission, in their design, the payloads that they have carried, and the orbits that they have been placed. However, with few exceptions, each shared one significant characteristic: mission objectives were fulfilled using a single spacecraft. Technological advances, and concomitant reductions in mission costs, are expected to enable constellations of spacecraft to become as ubiquitous in the first decade of the next millennium as have the single spacecraft missions been for the past four decades.
The public has benefited by constellation satellites primarily due to the worldwide availability and use of inexpensive, hand held Global Positioning System (GPS) navigation devices. GPS has been so successful that the FCC will soon require mobile cell phones to incorporate this technology to permit emergency response teams to precisely and accurately locate the origin of 911 emergency calls. As another adaptation of the spacecraft constellation paradigm, several aerospace partnerships have been created and they have formally announced a wide variety of proposals to offer space-based global satellite communications. To date, however, the aerospace community’s experience with launching and, most especially, operating constellations of satellites has been limited.

Within the first decade of the next millennium this is expected to change dramatically. Presently on the “drawing board”, many spacecraft constellation missions are planned for construction and launch by the commercial sector to meet the world’s insatiable appetite for global voice, data, and multimedia communications. NASA and other Government’s aerospace organizations are also developing their own plans to develop and deploy constellations as part of our nation’s continued commitment to space exploration. The rationale to pursue this next evolutionary step is a legitimate one: satellite constellations inherently offer many benefits that simply cannot be effectively achieved by missions that employ just one spacecraft.
Advances in many technologies have now created the practical realization of creating “fleets” of tens or even hundreds of very small and very inexpensive “nanospacecraft” constellations. These advances have occurred in areas as diverse as: advanced, radiation-hardened, powerful microprocessors (e.g., RAD6000) and sophisticated, high density gate array ICs (e.g., ACTEL); the recent successful demonstration of the DS-1 spacecraft’s ion drive propulsion system and new, innovative on-board software that demonstrated the realization of its Remote Agent Experiment (RAX); advanced manufacturing techniques in the area of microelectromechanical systems (MEMS); and the availability of lightweight spacecraft structures. By incorporating these technologies into their design, it is anticipated that the forthcoming generation of nanospacecraft will weigh-in at about 10 kg, (about the same size as the Explorer 1 spacecraft some 40 years ago), have dimensions that are on the order of several tens of centimeters, and cost on the order of $500,000 each.

NASA, other Government agencies (e.g., DoD), the commercial sector, and academia are exploring the issues and the technological challenges associated with flying perhaps hundreds of nanospacecraft for various proposed missions. For example, NASA plans to develop and deploy a constellation of 100 nanosatellites to explore the magnetosphere: in the past, perhaps only one or two spacecraft might have been considered for development and deployment for such a mission. With its proposed fleet of 288 spacecraft, the Teledesic constellation is yet another example of a bold plan to deploy a very large fleet of larger, more complex spacecraft to provide wide bandwidth, worldwide Internet access.

Constellations inherently posses significant, and perhaps obvious, advantages over using just one or two spacecraft. For example, NASA’s proposed fleet of 100 nanospacecraft will offer space physics scientists the ability to perform 100 concurrent observations of the space environment over large volumes of space (i.e., the magnetosphere) so that the conditions and the events recorded there can be correlated spatially and temporally. Constellations will therefore provide important data that is needed to yield greater scientific insight and understanding into cause and effect processes that occur in that region. The even larger Teledesic constellation promises to facilitate the high-speed global exchange of data: as with the invention of the telephone, the Teledesic constellation will make time zone, location, and distance irrelevant concerning the exchange of all types of digitally encoded, multimedia data streams.

Building, launching, and then properly deploying as many as 100 spacecraft housed on one “mothership” into their required orbits is not a trivial problem. Our ability to construct and launch constellations will introduce many, very new and significant challenges. These challenges will mandate the development and demonstration of innovative, and effective solutions so that the mission operations costs associated with supporting a constellation of hundreds of spacecraft do not themselves “go into orbit”.

There are implementation issues that are unique to spacecraft constellations. Four examples, presented below, will hopefully serve to provide some insight into the challenges that will undoubtedly confront aerospace hardware and software engineers relative to launching, deploying, and then routinely operating constellations. These and other issues will be examined more closely in subsequent sections of this report.

· Monitoring engineering telemetry health and safety engineering data from one spacecraft is a routine task for mission operations personnel and the ground segment computer hardware and software systems.  Responding to time critical events, and identifying, evaluating, and quickly resolving spacecraft subsystem anomalies can frequently be challenging for humans and computers alike. How will the mission operations center effectively monitor and react to conditions reported by the telemetry data from 100 identical spacecraft without also incurring a concomitant, and potentially significant increase in its staff and the ground equipment resources to perform this function? New visualization techniques must be created so that the mission operations staff will not be inundated with a “flash flood” of bits. New software systems must be developed that provide ground system computers with a greater capability to automatically detect anomalies, identify and evaluate alternative courses of action, and then perform a timely implementation of the proper corrective response. Payload data from all of the spacecraft must also be monitored, and new and more effective visualization techniques will be required.

· Spacecraft that comprise a constellation will still need to communicate with the ground segment: commands must be uplinked to spacecraft, engineering health and safety telemetry data must be transmitted to the missions operations center, and payload data must be returned to the science community for ground-based processing and product distribution. How will the available (and limited) ground resources (e.g., spacecraft tracking stations, communications networks, and computing resources) be scheduled and managed so that realistic contact plans can be created to support forward and return link telemetry processing for as many as 100 spacecraft? New planning and scheduling tools will be required to manage the available ground resources effectively and efficiently.

· Some constellation missions may require that the spacecraft communicate with one another. One spacecraft may need to broadcast information to many other spacecraft in its vicinity. Alternatively, one spacecraft may need to communicate with another spacecraft in the constellation: perhaps to cue it to so that the second spacecraft can record an event that the first could not perform. But these two spacecraft may be located in orbital planes where they are rarely if ever in direct line of sight of each other. Inter-satellite communications may be necessary to synchronize operations of the entire constellation, or just a part of it. What communications strategies (e.g., store-and-forward), packet routing strategies, and network communications protocols can be effectively applied in these situations? For example, can the emerging next generation, terrestrial networking IPv6 protocol standard be implemented and applied in this application? Will space based network IP routers, switches, and hubs going to be required? If so, how will they be implemented since the “nodes” of this distributed network (i.e., the spacecraft) are moving relative to one another, the distances and pointing vectors between them are constantly varying, and they are therefore not necessarily always in direct line-of-sight communications with one another. Where should the “knowledge” of the orbits (i.e., the positions and velocities) of the spacecraft be located to facilitate communications: on ground-based computers or should this capability reside on each spacecraft? And what impact will this have upon the design of the ground systems, the ground-to-space communications, or the on-board processor performance and memory sizing?

· Trend analysis is an important element for any spacecraft mission. It helps the mission operations staff determine whether a failure may be imminent so that switchover to backup or redundant subsystems can be performed, or, if necessary, to have the spacecraft enter a safe-hold state until the problem can be fully determined and a corrective course of action implemented. What impact will flying constellations have on performing trend analyses on one, or perhaps on all spacecraft? Will a degradation of a subsystem on one spacecraft imply a similar degradation on all other spacecraft, and if so, under what conditions? How can the ground systems determine this and take corrective action for each spacecraft in the constellation? Greater automation in ground data processing will be required. Perhaps data mining techniques that are presently implemented for terrestrial database and e-commerce applications may provide solutions for consideration and adapted to this new problem.

3 Purpose, Scope, and Approach

The purpose of this study is to identify and address these and other key issues. Much of the information that is presented in this report is preliminary, and just begins to “scratch the surface”. This report also identifies where further study and proof-of-concept prototyping in these areas is recommended. This approach will:

· Provide better insight into, and a better understanding of, these technical issues;

· Help to mitigate the risk of implementing constellations; and

· It will also help to ensure that comparatively low mission operations costs can be achieved even though the number of spacecraft may be one or two orders of magnitude greater than today’s typical spacecraft mission.

In Section 4 a list of definitions, terminology, and concepts associated with this study is provided. References used to prepare this report are presented in Section 5.

The scope of this study has three elements: they are addressed in Sections 6 through 8. First, constellation missions that are operational, or that are planned to be deployed during the next few years are summarized. This information is provided in Section 6: an overview of the missions is provided and they are compared and contrasted. A spreadsheet-style summary of their salient characteristics is provided in Appendix A. In Section 7, some of the technologies that are being developed, prototyped, and evaluated by Government and academia are identified. We also describe some of the research that is being conducted or proposed. Many of these new technologies and techniques, or their derivatives, may be able to be successfully applied to solving the problems unique to satellite constellations. In Section 8, we identify those key issues that we believe will have the greatest impact on NASA’s plans to launch, operate, and in general, to achieve the proposed goals currently envisioned for a mission on the scale of the planned Nanosat constellation. In Section 9 we offer recommendations for additional research in one or more of these areas so that the risk of implementing spacecraft constellations can be mitigated.

4 Terminology and Concepts

A description of the terminology and the concepts that have been used in this report are presented in the table provided below. It should be noted that a particular instantiation of a constellation, called “formation flying” (see definition below), is not addressed in detail by this study. Since a principal challenge of formation flying will be orbit dynamics, this technical issue will be addressed by the NASA/GSFC Guidance Navigation and Control Center: Code 570.

	Term
	Description
	Comments

	Constellation
	Two or more spacecraft that have been placed into specific orbit(s) with the objective of meeting a set of mission requirements that are an integral element of each spacecraft comprising the constellation.
	Each spacecraft in the constellation does not necessarily have to be in the same, or even a similar, orbit. In fact, some of the proposed communication satellite constellations have placed their fleet of spacecraft in substantially different orbits (e.g., the highly elliptical Molniya orbit, a circular polar orbit, and/or geosynchronous orbit) depending upon the terrestrial regions to be covered and the frequency of coverage needs.

	Formation Flying
	Two or more spacecraft that comprise a constellation and which have very similar and perhaps identical orbit and attitude characteristics. The nominal distance between spacecraft tends to be constant or nearly so.
	Typical applications for formation flying constellations include: very long baseline interferometry; very large effective telescope apertures; and electromagnetic field measurements. Typical formation flying constellations are comprised of 2, 4, and perhaps 5 spacecraft, often in 2D/3D geometric patterns: e.g., two spacecraft forming a line – for interferometry missions; or a solid tetrahedral formation for a magnetospheric measuring mission.

	NanoSpacecraft
	Small spacecraft characterized as having a weight of about 10 Kg, a nominal 30 cm cylindrical diameter; and a cost of approximately $500K each.
	This term has been coined by NASA/GSFC. Nanospacecraft take advantage of advances in microelectronics, lightweight yet strong materials, and microprocessor and on-board solid state data storage technologies. The first instantiation of this new technology is proposed to explore the earth’s magnetosphere.



	Network Science
	The use of multiple landers, penetrators, and/or spacecraft to perform concurrent, in-situ observations.
	This terminology has been coined by JPL. It focuses on its application on future planetary missions where coordination among a networked variety of spacecraft, probes, and robots will be required.

	Distributed Satellite Systems
	Analogous to distributed client-server, or internet-linked computing systems of today as opposed to the traditional “monolithic” centralized computing environment of the past.
	This terminology is promulgated by the MIT Space Systems Laboratory. SSL is examining the problems and the technical issues associated with how to distribute functions within and between spacecraft.

	Virtual Platform
	A “virtual spacecraft” whose “payload” is composed of the instrument(s)/payload(s) on board two or more “real” spacecraft, and perhaps ground-based observatories (e.g., IR telescopes).
	This terminology has been coined by AppNet, Inc. It refers to the idea that a “spacecraft”’ can be quickly “created” using existing space-based and perhaps ground-based assets dedicated to fulfill the needs of a particular mission (see Virtual Mission below).

	Virtual Mission
	A mission that has been created using virtual and real spacecraft assets to meet a mission objective that would otherwise require one or more spacecraft and their instrument complement to be designed, constructed, launched, and operated.
	This terminology has been coined by AppNet, Inc. A particular mission may not have been anticipated prior to the original plans for the spacecraft or constellation. The “virtual” spacecraft mission is created, performed, and then dissolved as needed. Once the mission objectives have been met, another virtual mission may be developed possibly using the same set of spacecraft (virtual or otherwise).

	Immobot
	An “Immovable Robot”.
	Another name for a stationary probe used to take in-situ measurements, possibly perform local processing, and communicate or coordinate with other probes, rovers, and orbiting spacecraft.


5 References

A variety of references were used in the preparation of this report. The world wide web (WWW) was very valuable in locating information regarding plans for upcoming constellation missions by Government, the commercial sector, and academia. Web sites for corporations involved in commercial space programs were, not unexpectedly, heavily biased toward existing or planned communications satellite constellation applications. The amount of information that was made available to the public varied significantly from site to site. In some instances, a detailed description of the proposed program was provided, including the orbits that have been selected and/or approved, and planned launch dates. At other sites, less information was available. This may be due to the fact that certain data is considered proprietary or not yet formally decided upon by the partners, and financing plans may not have not have yet been completed or formalized. At Astrolink’s web site, a paper GEO and LEO broadband Satellite Architectures: Side-By-Side Comparison for Voice and Data Applications [Celso Azevedo, President and CEO Astrolink International, LLC] was made available. It presented Astrolink’s perspective on their selection of a GEO versus a LEO constellation for use in providing global communications.

Uniform resource locators (URLs) are provided throughout this report to identify where related and more detailed information may be found. A URL of particular note is Lloyd’s Satellite Constellations web site. It focuses primarily on the use of constellations for global communications and provides statistics for virtually all of the missions proposed by the commercial aerospace industry. In addition to being a valuable resource in itself, the site also provides many links to papers, and to other relevant information sources. Another site that discusses the status of the existing and planned commercial communications satellites is: http://www.spacedaily.com/constellations.html.
Links pointing to the status of NASA missions under study, those that are in development, missions that are presently on-orbit, and past missions can be found at the NASA Office of Space Science. And a representative example of missions being developed by academia, in conjunction with government and industry, can be found at Johns Hopkins Applied Physics Lab Space Programs.

Two texts were also helpful (Appendix B) especially in their discussions of constellation orbit considerations. Much of the information in this area focuses on constellation orbital parameters and analysis by Walker and Ballard: many constellation orbits planned for use by global commercial communications satellite constellations are referred to “Walker Delta” or “Ballard” orbits.

Information derived from published papers was also used (Appendix B). In particular, several papers addressed the recently demonstrated Remote Agent Experiment (RAX) technology on board the Deep Space 1 spacecraft and the work performed by JPL and NASA/Ames. Current research involving spacecraft autonomy is also discussed in some of these papers.

The author had the opportunity to discuss with GSFC representatives some of the implications that constellation spacecraft will have on operations personnel, and the status of on-going research that could be applied as potential solutions.

AppNet had the opportunity to discuss spacecraft mission operations issues with Mr. Brian Pickrell, (Allied Signal, NASA/GSFC). These discussions focused on the requirements imposed upon mission operations staff when flying a single spacecraft such as ACE – NASA’s Advanced Composition Explorer. Understanding the “typical” single spacecraft operations environment was very helpful when trying to extrapolate spacecraft mission operations issues that would be impacted by flying constellation satellite missions.

A technical interchange meeting between the author and Mr. Gary Meyers (NASA/GSFC, Code 581) was also very beneficial. These discussions promoted an exchange of the concerns mutually shared by Mr. Meyers and AppNet regarding the challenges posed by flying satellite constellations. The meeting also served to share some thoughts and ideas regarding the new and innovative techniques that will be required to meet the unique challenges posed by NASA’s proposed NanoSat constellation mission. Gary Meyers’ thoughts addressing key spacecraft constellation challenges was presented on his behalf by Mr. Steve Tompkins (NASA/GSFC) on September 15, 1999 at a scheduled GSFC Code 588 branch meeting.

Jim Rash (Code 588) described the results to date of the OMNI project: Operating Missions as Nodes on the Internet. This four-phased program is attempting to demonstrate the utility of IP protocols using a combination of commercial-off-the-shelf and commercial-grade-equivalent (i.e., non-space qualified) hardware. Several demonstrations using TDRSS have successfully shown the feasibility of using commercially available protocols, such as IP, for space-based communications applications.

In addition, the author also had the opportunity to discuss several on-going projects with the AppNet technical staff. Current projects in support of Code 588 such as the Autonomy Laboratory, AVATAR, IRC and ComPASS provide important technical elements that can be directly applied to constellation satellite technical issues.

6 Present and Planned Constellation Spacecraft Missions 

To gain an understanding of the inherent characteristics of constellation satellite missions AppNet first conducted a survey of this topic using web-based and other reference resources. We then prepared a table summarizing the salient characteristics of existing and planned missions by NASA, the commercial sector, and academia. This information is summarized in Appendix A, Tables A-1 through A-3.

There are various approaches to creating a taxonomy of these missions so that the problem can be viewed from different perspectives. Four possible ways to view the problem are presented below.

Constellation missions can be classified according to the organizations proposing them. The three aerospace organizational entities and their work in constellations includes:

· Government agencies and national laboratories;

· The commercial aerospace industry; and

· Academia (often in partnership with Government and commercial industry).

When the proposed constellation missions are organized this way, it becomes clear that the commercial sector has focused nearly exclusively on the use of constellations to provide global communications. A sole exception that was found is the GEROS remote sensing satellite constellation proposed by GER, Corp in partnership with Lockheed Martin. A key objective for the commercial sector is to ensure that deployment of a satellite constellation will provide a positive return to the investors/partners for what will likely be a very substantial financial investment. As a case in point, the issues associated with profitably operating a large constellation have made headlines with the recent filing by Iridium for Chapter 11 protection.

Government agencies and the national labs often possess the necessary resources to help mitigate the risk of testing new technologies before they can be used commercially. One example is the Deep Space 1 mission. It validated an ion drive propulsion system and a sophisticated on-board remote agent software program. As another example of government sponsored research, five missions are planned by the University Nanosat Program. This is a partnership led by the DoD (Air Force Office of Scientific Research and DARPA), and includes NASA, industry, and several universities. They will explore issues as diverse as formation flying, solar propulsion methods, and the adaptation of terrestrial cellular wireless communications for inter-spacecraft communication. Academia is also focusing on such fundamental issues as the similarities that exist between satellite constellations and distributed computer processing. Specifically, they are examining how methods employed in terrestrial distributed computing applications can be applied or appropriately extended for use by constellation satellite programs.

Another way to organize constellation missions is to identify the categories of the missions being planned. Most often they fall into one of the following six categories:

· Planetary communications – the dominant commercial application.

· Planetary navigation – most notably, DoD’s Global Positioning System (GPS).

· Earth Remote Sensing – exemplified by GER’s proposed hyperspectral imaging constellation application.

· Space Science Missions – many of NASA/GSFC and JPL’s missions.

· This is also the category for most of the proposed interferometers and formation flyer missions.

· Interplanetary – these are not necessarily constellations of spacecraft; however they consist of multiple communicating space-based elements (i.e., one or more spacecraft, landers/probes, and robots – for use on the surface (e.g., Mars) and/or subsurface (e.g., Europa).

· Innovative technology research – the 100-satellite NanoSat constellation mission is a prime example.

This is another important way to view the problem because the constellations that are being planned will focus on different applications. For example, Teledesic’s proposed wideband communications constellation will rely upon a mesh communications network enabling spacecraft to communicate with one another. The GEROS system will not require inter-satellite communications. Each will need, to various extents, the need to communicate with ground segment tracking stations, computers, and communications networks. Thus, these missions will have some requirements that are in common, and they will each have functional, performance, and operational characteristics that are unique to each mission. 

Finally another method to analyze the characteristics of these proposed missions is by orbit type:

· Low earth orbiting (LEO)

· Geosynchronous (GEO)

· Highly elliptical, inclined, and/or deep space (e.g., Molniya, magnetospheric explorers)

· Hybrid – the implementation of spacecraft constellations using two and perhaps several orbit types (e.g., two Molniya orbits and a LEO circular orbit).

This is an important characteristic because all constellations will be required to communicate with the ground at some time, and their orbits will dictate where ground stations must be located, and how frequently the spacecraft will come into contact with them. In addition, the spacecraft in certain constellations (e.g., Teledesic) may need to communicate with one another. How will this be done? What protocols will be required? Will each spacecraft maintain the required on-board knowledge of “where” other spacecraft in the constellation are located at any time, or will they depend upon ground support for that information? One concept could involve a broadcast of data by one spacecraft to any other spacecraft that is within RF range. However, if no spacecraft are within “listening” range at the time, what method will be used to repeat the broadcast? Conversely, if more than one spacecraft receives the broadcast, how will duplicate packets be processed throughout the network? Will this method cause traffic congestion and will its inherent non-deterministic delivery be an acceptable quality of service? The selection of the constellation orbits will also require new planning and scheduling methods so that contact with the available ground tracking stations and other resources can be effectively utilized and managed.

Other methods can be used to view the problem from other perspectives. For instance one could categorizing the missions according to the number of spacecraft that comprise a constellation. A constellation consisting of just two spacecraft performing an interferometry mission (perhaps one that is located in “deep space”) will not have the same requirements as a LEO constellation comprised of 100-200 spacecraft.

7 Spacecraft Constellations Missions and Research Areas

Approximately 30 constellation missions (or those that possess some constellation-like properties) were identified as proposed, and/or planned for launch, during the next decade. There appears to be four broad categories of missions that are based upon the number of spacecraft required to support them.

The first category consists of those missions that will use one spacecraft (in conjunction with an assorted number of probes and/or rovers), or those that consist of a minimum of just two spacecraft. The former are exemplified by the Mars Surveyor and the Europa Orbiter missions. They plan to use one spacecraft that will communicate with probes, landers, and/or rovers (e.g., in the future, Europa “hydrobots”). Constellations that employ only two spacecraft are invariably used for interferometry missions (e.g., Space Technology 3, ARISE).

A second group of missions is sized around the use of 3 to 5 spacecraft. These missions appear to focus mainly on applications involving space physics and interferometry (e.g., LISA, Cluster II, and MMS), plasma physics (e.g., AMM), and in the use of space-based observatories that are designed to yield large effective apertures (e.g., Constellation–X). These missions are often planned for deployment in formation flight.

The third group is roughly an order of magnitude larger still: more than 5 but fewer than 100 spacecraft can be involved. This constellation class is most often associated with the commercial communications constellation missions. At one end of the size spectrum, the Astrolink constellation will use just 4-9 spacecraft. On the other hand, Teledesic proposes to use 288 spacecraft. Commercial communication satellite constellation applications involve a variety of candidate orbits ranging from a Walker design (e.g., Globalstar) to the more complex constellation-of-constellation orbits proposed by the Ellipso and Ellipso 2G missions.

And finally, there is a category that consists of constellations comprised of 100 or more spacecraft. As of this writing two characteristically very different candidate missions are contemplated: NASA’s 100 spacecraft Nanosat mission, and the Teledesic wideband communications satellite constellation consisting of 288 spacecraft. NASA’s constellation is an example of using many “very small but simple” spacecraft. They will be used to collect data within the magnetosphere. They will not need to communicate among one another, and the data traffic between each spacecraft and the ground segment will be comparatively low. In contrast, each Teledesic spacecraft can be characterized as being “large and complex”. They will employ spacecraft-to-spacecraft communications, and the data will consist of wide bandwidth Internet traffic. The intended complexity of the individual spacecraft will drive requirements for supporting: space-to-space and space-ground communications links; on-board processing, storage, and data management; and the ability to implement sophisticated software as demonstrated by the Remote Agent.

Sections 6.1 through 6.6 respectively highlight the characteristics of the missions that have been proposed for the following six mission categories: planetary communications, planetary navigation, earth remote sensing, space science, interplanetary missions, and innovative technology research. Appendix A to this paper provides, in table form, a summary of the key features of these missions.

7.1  Planetary Communications

In terms of sheer quantity, the greatest number of spacecraft that will be used as part of a constellation within the first few years of the new millennium will be in support of missions that are proposed to provide commercial global communications. Twelve missions were identified in this category. Two major applications for constellation missions have been proposed by the commercial aerospace industry. The first application addresses the need for global, low bandwidth voice, fax, paging, and data communications. An example of this class is the Orbcomm constellation consisting of 48 spacecraft. A second category of communications constellation missions proposes to provide wideband communications. A key targeted use will be high-speed global Internet access. An example of this class is the Teledesic constellation of 288 spacecraft.

When designing a satellite constellation, the criteria for selecting the orbit for each spacecraft is similar to that of a single spacecraft: the planner must decide on the coverage provided by the orbit, the ability to be in contact with the ground segment, and other issues. However, developing designs for constellation satellites is typically very difficult. A constellation (especially the “typical” communication satellite constellations) compounds this problem simply due to the sheer numbers of spacecraft involved, the relationships of the spacecraft to one another and to their orbits, the phase difference between spacecraft orbiting in adjacent planes, and other factors. The number of options that are available to the designer can easily become overwhelming.

By constraining the criteria, and, for example, creating symmetry in the orbits, one can simplify the problem somewhat. This is especially relevant to earth orbiting communication satellite constellation applications. J.G. Walker, in the 1970’s, expanded upon the work by the US Naval Research Laboratory in the 1960’s to evaluate the minimum number of spacecraft that would be required to provide continuous coverage of the Earth. As a result of his work, Walker constellations are often used to develop and assess the performance of candidate designs for Earth orbiting communications satellite constellations. Trade-offs that must be performed and analyzed include considerations such as: baseline coverage versus latitude; determining the percent coverage (i.e.,  – “how much of the time a given point or region on the ground is covered” - Wertz, p171-172); identifying the maximum coverage gap – “the longest of the coverage gaps encountered for an individual point.”; and mean response time – “the average time from when we receive a random request to observe a point until we can observe it”.

The use of Walker Delta Patterns are a good starting point because they are intended to provide continuous multiple coverage of all the Earth’s surface with the fewest number of satellites. The parameters used to specify a Walker orbit are listed below [Ref: Wertz, Table 7-12, p191]:

· t = the total number of satellites.

· p = the number of orbital planes (note: all assumed to be at the same inclination, i, as referenced to the earth’s equator).

· s = the number of satellites in each orbital plane.

Ascending nodes are assumed to be uniformly spaced at 360/p degrees, and within each orbital plane, satellites are uniformly spaced at intervals of 360/s.

· (( = phase difference. It is the relative phase angle between S/C in adjacent orbits. Specifically, (( is “the angle in the direction of motion from the ascending node to the nearest satellite at a time when a satellite in the next most westerly plane is at its ascending node.” Note that “in order for all of the orbit planes to have the same relationship with one another, (( must be an integral multiple, f, of 360/t, where f can be any integer from 0 to p-1.” (Wertz: p190).

A Walker pattern can therefore be fully specified by providing the inclination and three parameters: t, p, and f. (e.g., i: t/p/f).

Walker constellations are important design tool, but they “do not always yield best characteristics for a particular mission.” For example, equally distributed coverage over the Earth’s surface may not be the most beneficial to a mission. Instead, there may be a need for coverage over the poles, mid-latitudes, or the equator. In these cases Walker constellations are not helpful.

The communications satellite constellations that have been proposed have widely varying orbital characteristics. Four examples are presented to illustrate how varied they can be. Astrolink will rely on a constellation of four to nine spacecraft positioned in five geosynchronous orbital slots. Constellation Communications, Inc. will use another strategy: it will place 12 spacecraft in an equatorial plane to provide coverage from 230 N to 230 S. Globalstar proposes to implement its constellation using a Walker orbit pattern consisting of 48 spacecraft in eight orbital planes, with six spacecraft in each plane. The proposed Ellipso communications satellite constellation is actually composed of two distinct and complex constellations, operating concurrently, to provide service to its intended customer base. One constellation, called Borealis(, will cover the northern latitudes. It will use 10 spacecraft in two highly elliptical planes inclined at 116.60 (apogee of 7,605 km and perigee of 633 km). The second constellation, Concordia(, will have seven spacecraft deployed in an 8,050 km circular orbit and five spacecraft in an 8,050 x 6,149 km equatorial elliptical orbit. And the Teledesic constellation proposes to use 288 spacecraft:  positioned in 12 orbital planes and having 24 spacecraft per plane. A distinguishing characteristic is that this proposed constellation will provide a mesh network to permit inter-spacecraft communications.

7.2 Planetary Navigation

The Global Positioning System (GPS) represents the implementation of this application for a spacecraft constellation. GPS consists of 24 spacecraft orbiting at 20,020 km: there are located in 6 orbital planes with 4 spacecraft orbiting within each plane. GPS has provided unprecedented accuracy and precision in both time and geolocation information to millions of users including: all military elements of the DoD; commercial and private aviation users; commercial marine and private ship/boat operators; and the private citizen (e.g., hikers, campers). GPS is the source of detailed maps and the GIS systems that employ them for urban and suburban planning. GPS systems are used to establish position and are used to determine range and range-rate information needed for orbit determination. Use of GPS for on-board attitude determination has also been considered but this use has implementation drawbacks [Wertz; p 476].

The success of GPS has prompted the U.S. Federal Communications Commission (FCC) to mandate that an E (Enhanced) 911 capability be integrated with all cell phones by October 1, 2001. The E911 mandate requires cellular phone manufacturers to incorporate the necessary technology into cell phones so that that an emergency call can be pinpointed to within about 400 feet the location of the caller’s phone. According to a CNN web-site source, “over 30,000,000 emergency calls are placed every year from wireless devices. Often, these emergency calls are made from a highway where a driver does not know his location.”

7.3 Earth Remote Sensing

One constellation mission was identified that has been planned for commercial earth remote sensing applications: GEROS (The GER Earth Resources Observations System – GER, Corp., Millbrook, NY). Six spacecraft, in the same orbital plane, will perform panchromatic, infrared, and hyperspectral imaging. The customer base targeted for sale of GER’s proposed product suite includes the agricultural community, environmental applications, and users of GIS data. The spacecraft, to be built by Lockheed Martin, are to be launched in pairs beginning in 2001. It is not clear whether the spacecraft instrument suite will be nadir pointing or have the ability to gimbal off-nadir: either along track or cross-track. If off-nadir pointing is feasible, then this implementation of a constellation points out a need for automated constellation mission planning and targeting software that takes into consideration issues such as: Which spacecraft in the constellation will have the best sun angle for imaging a preplanned target area of interest or an unplanned target of opportunity? Which spacecraft will be able to “see” the target with the least amount of geometric distortion due to location in orbit and the required off-nadir pointing angles? Can a spacecraft slew its instrument fast enough to image a target of opportunity, or should the “second” or “third” spacecraft in the orbital plane perform the imaging (i.e., those that would be about 17 or 34 minutes respectively “behind” the first spacecraft in the orbital plane)?

7.4 Space Science/ Physics Missions

Approximately 15 missions were identified that propose to accomplish space science/physics experiments using spacecraft constellations composed of from two to five spacecraft. NASA’s proposed NanoSat constellation mission will also conduct space science, but since the mission is significantly larger in scope (i.e., 100 spacecraft), this mission is discussed instead in Section 7.6 - Innovative Technology Research.

Several missions (e.g., GED, OWL, ARISE, ST-3, TWINS) will use a constellation of just two spacecraft to perform interferometry or stereoscopic imaging. Several other missions that plan to employ 3-5 spacecraft (e.g., Constellation – X, MMS, LISA, 3 Corner Sat, Constellation Pathfinder, AMM. And Cluster II) are designed for large effective aperture applications, making magnetospheric measurements, and/or to demonstrate formation flying.

A candidate for selection in the current NASA Midex program announcement is the JHU/APL Auroral Multiscale Midex mission. This 18-month mission is proposed as a four spacecraft constellation that will be used to study the highly variable electrical connection between the ionosphere and the magnetosphere. Key features will be the implementation of formation flying, and the use of on-board GPS receivers to provide very accurate timing (1 Pico second) and position knowledge (< 100 meters).

Another JHU/APL mission, STEREO (Solar-Terrestrial Relations Observatory) is planned to be a 2 spacecraft mission that will study solar eruptions and coronal mass ejections. A key technology that is planned to be used is on-board, rule-based autonomy. In addition, the GSFC-based Science Operations Center (SOC) will send commands to the Mission Operations Center (MOC) located at JHU/APL via the Internet. The MOC will be responsible for issuing the S/C bus commands.

Four spacecraft comprising a space physics satellite constellation is planned by the European Space Agency (ESA). Planned for launch in mid-2000, and flying in a tetrahedral formation, the Cluster II mission will be used to study the interaction of the solar wind and the earth’s magnetosphere in 3D.

7.5 Interplanetary Missions

Some of the interplanetary missions include Mars Surveyor 2001 and the Europa Orbiter. Although not constellations of spacecraft, these missions, and/or their successors, plan to demonstrate various aspects of implementing distributed space objects (e.g., an orbiter, one or more probes, and/or rovers to collect data and report on the in-situ measurements). For example, the Mars Surveyor mission, planned to arrive at Mars in October 2001 will have an orbiter and a lander similar to the Pathfinder Sojourner rover. However, this rover is expected to be more mobile than its predecessor and drive farther distances from the landing site. Subsequent missions could have multiple, cooperating rovers. Similarly, follow–on missions to the Europa Orbiter could occur, especially if further evidence of a surface ocean is confirmed. This discovery could lead to the use of multiple, underwater “hydrobots”. The problems of coordinating the communications and data reporting methods, and the potential autonomy of these multiple vehicles and probes are somewhat analogous to the technical issues and the challenges imposed by spacecraft constellations.

7.6 Innovative Technology Research

Several missions are being planned that will demonstrate one or more technologies that are relevant to flying constellations of small spacecraft. They are summarized below: and additional details may be found in the foldout charts in Appendix A and the referenced URLs.

The University Nanosat Program, a collaborative effort involving the US Air Force Office of Scientific Research, DARPA, NASA, industry, and several academic institutions, has defined 5 missions that will test concepts and technologies applicable to flying satellite constellations.

· The team of Arizona State, the University of Colorado at Boulder, and New Mexico State University have proposed the “3 Corner Sat” mission. With its constellation of 3 spacecraft, the team hopes to demonstrate linear follow-formation flying, and the use of commercial cellular phone communications via commercial LEO constellation.

· The Ionospheric Observation Nanosatellite (ION-F) has been proposed by the team of Utah State, University of Washington, and Virginia Polytechnic Institute. This 3-spacecraft constellation will demonstrate microthrusters, magnetic gimbaled attitude control, a tether system, and an Internet based operations center.

· A 2 spacecraft constellation, “Emerald” (Stanford) will use GPS receivers for relative position determination, 19.2 kbps wireless modem technology to demonstrate inter-satellite communication, and MEMS to demonstrate the fabrication of small structures.

· The “Constellation Pathfinder” mission, with partners Boston University and Draper Labs (dubbed “the BuD Light” mission) has proposed very small (less than 1 kg) spacecraft that will perform measurements in the Earth’s magnetosphere, and demonstrate satellite-to-satellite communications.

· Although Carnegie Mellon’s Solar Blade is not a constellation (it is one spacecraft), it will demonstrate a solar sail technology that could be used in future nanosatellites-class missions: use of 20-meter-long, 1-meter-wide solar blades to control attitude and thrust for its proposed under 5 kg spacecraft.

The Nanosat Constellation Trailblazer mission, announced by NASA HQ on August 19, 1999, is part of its New Millennium Program. This mission will be managed by GSFC and is planned for a 2003 launch. The mission is designed to be a precursor to a future NanoSat program comprised of 100 small spacecraft. The three Trailblazer spacecraft will test eight technologies while operating in the Earth’s magnetosphere. Each spacecraft is proposed to be a 40 cm wide octagon, and about 20 cm high. As excerpted from the NASA press release, some of the technologies to be demonstrated include:

· “A miniature communications system to determine spacecraft position using GPS.”

· “Software that automatically operates the spacecraft and determines orbits.”

· “A communications system component that uses one-fourth the voltage and one half the power, and that weighs 12 times less and is 9 times smaller than existing technology.”

· “A new method of connecting electrical lines that saves weight.”

· “An electrically tunable coating that can change its properties from absorbing the Sun's heat when the spacecraft is cool to reflecting or emitting heat when needed.”

· “A microelectromechanical system (MEMS) chip that provides fine attitude adjustments on the spacecraft using 8.5 times less power and weighing less than half as much as existing systems.”

· “Development of a Lithium Ion Power System for Small Satellites. A rechargeable lithium ion battery that stores two to four times more energy and has a longer life than existing technology.”

Universities are also conducting independent research into related areas. For example, MIT’s Space Systems Laboratory (SSL), part of its Space Engineering Research Center (SERC), is looking into how functions can be distributed both within and between spacecraft. SSL has defined the term Distributed Satellite Systems to be analogous problem of “centralized mainframes” of the past versus present day “distributed workstations architectures”.

JPL’s Diamond Eye project is looking at methods to extract meaningful information from image data. The project’s predecessor was JARTool (JPL Adaptive Recognition Tool). A potential application to constellations is autonomous extraction of remotely sensed information. This could be used to coordinate operations with other spacecraft. JPL is also performing research in automated scheduling and planning. Its ASPEN system provides a set of reusable software components to perform resource management, and reasoning system. Another tool, CASPER (Continuous Activity Scheduling Planning Execution and Re-Planning) uses techniques to support continuous modification and updating of a work plan in light of changing operating contexts. CASPER is to be tested in the Citizen Explorer – 1(CX-1) mission in December 1999.

With the Deep Space Terminal (DS-T) project, a follow on to the LEO-T ground system, JPL is pursuing advances in autonomous operation of a 34-meter communications antenna so that operations costs can be reduced and antenna utilization can be increased. The DS-T will use artificial intelligence (AI) planning techniques and AI/Operations Research (AI/OR) scheduling techniques. Planning techniques will use JPL’s ASPEN system, and scheduling will be accomplished using JPL’s DANS scheduling system: an automated system for performing scheduling and resource allocation for antennas and other subsystems in JPL's DSN. This technology may be especially useful to assist in the scheduling of antennas and other ground resources for use by constellation missions.

The Deep Space 1 (DS-1) mission incorporated several new technologies. Of particular interest for this study is the Remote Agent (RA) Experiment (RAX). The RAX on board DS-1 was conducted during the period May 17-21, 1999. The primary goal of the RAX was to demonstrate on-board autonomy. The operational rules and constraints were a part of the flight software, and the ground operators would rely upon the agent software to achieve particular goals. Secondary goals of the RAX were to decrease the real and perceived risk RA software so that it could be deployed on future missions, and to familiarize the S/C engineering community with RA concepts. Three AI-based software components comprise the RA: an on-board scheduler, a multithreaded executive, and a mode-based fault diagnosis and recovery system (called “Livingston”). RA was developed in Lisp and interfaced to the flight software written in ‘C’. RA executed on a RAD6000 processor.

Another example of on-board autonomy is the Naval research laboratory’s NEMO spacecraft mission. Although it is not a constellation, NEMO will use an Adaptive Spectral Signal Recognition system called OARSIS - Optical Real-time Adaptive Signature Identification System. OARSIS is a high-speed processing system that identifies the spectral signatures corresponding to physical objects in the scene without supervision or a priori knowledge. According to NRL, “the algorithm significantly reduces the amount of data NEMO must transmit to the ground while preserving 97% to 98% of the data fidelity.” This technology could potentially be used on future earth remote sensing constellations so that only that data of significance will be processed for transmission to the ground segment. It could result in a significant bandwidth reduction for space-to-ground communications, and automatically detect events that would otherwise have to wait until the data reached the ground, was processed, and then interpreted by humans. On-board, 2.5 GFlop capacity processing will also be available using its Imagery On-Board Processor (IOBP) consisting of multiple Super Harvard Architecture RISC Computing (SHARC) and DSP processors in a parallel array and reconfigurable, flight qualified FPGAs (Field Programmable Gate Arrays).

8 Key System Design and Technology Issues

This section addresses some of the key issues that will affect the design and implementation of satellite constellations. It is not meant to be all encompassing, but hopefully it serves to emphasize those issues that are particularly significant. Some of these issues cannot be fully evaluated without also taking into account the potential impact that they will have on other considerations.

The large constellations (i.e., 100 or more spacecraft) that are presently contemplated fall into two very different categories that will affect their design and concept of operations: those which use spacecraft that are “very small in size and simplistic in operation”, and those which use spacecraft that are “large in size and have sophisticated capabilities”. An example of the former is NASA’s NanoSat constellation, and Teledesic is representative of the latter. For example, the NanoSats may use less powerful processors, have less on-board memory, and have relatively simple payloads than their Teledesic counterpart.

The design of constellations is fundamentally no different than the design process used for a single spacecraft mission: the quantity of spacecraft involved however can significantly compound the problem. Constellation size (i.e., the number of spacecraft) and the constellation’s orbital properties are probably two of the most critical constraints that impact the relationship of the spacecraft to the ground segment, and the relationship of the spacecraft to one another (this is especially important if the spacecraft must communicate with one another).

The table below summarizes some the ways that constellation size and orbit selection characteristics affect spacecraft and system design considerations.

	System Design Issue
	Impact to Constellation/Spacecraft Design

	Orbits determine the frequency and the duration of contacts with the ground stations.
	Affects on-board data storage sizing and data recorder management. It will determine the minimum required data transmission rates (and therefore the available on-board power) to dump recorded data to the ground. The frequency and duration of ground station contact will also affect the ops concept for uplinking commands to the spacecraft. If the frequency of contacts is few and/or the duration short, more autonomy may be required on board. Alternatively, it may point to the need for relaying commands or return link data through multiple spacecraft. These factors will in turn affect sizing and timing of its on-board processor and memory, and the complexity of the communications links and protocols.

	Orbits determine the minimum and maximum distances the spacecraft will be from ground stations for command uplink and telemetry data downlink.
	Affects the required on-board RF power, and data transmission rates that will be needed between space and ground segments; which in turn affects weight and overall cost.

	The constellation size in conjunction with the orbits selected.
	Affects the accessibility to the limited ground resources. This will mandate improved, automated ground resource planning and scheduling tools if a potentially substantial investment in upgrading ground systems is to be avoided.

	The number of potentially overlapping/conflicting spacecraft contacts with the ground.
	This will impact the size of on-board storage and downlink data rates so that engineering health and safety data not payload data is lost.

	The orbits will determine the relative positions of the spacecraft with one another.
	This is important because should spacecraft need to communicate directly with each other. The minimum/maximum distances between spacecraft must be known, the envelope for required antenna pointing (or the power that will be required if omnidirectional antennas are used), and the impact of Doppler affects between approaching spacecraft.


8.1 Constellation Design and Modeling Tools

When designing a constellation a natural question will be “How many spacecraft are needed?”  A related question is “How many spacecraft can be permitted to fail or operate in a degraded mode yet still yield a viable constellation mission as a whole?”   The design of a satellite constellation is complex, especially if the number of spacecraft involved is large.  Tools such as Satellite Tool Kit (STK), available from Analytical Graphics, Inc., and the Aerospace Corporation’s Satellite Orbit Analysis Program (SOAP) can be used to assist in the design process and to help visualize the relationships between spacecraft and the ground segment. As an enhancement to STK, the Chains Module can assist in this process by creating relationships and dependencies between objects such as spacecraft and ground segment resources (e.g., tracking stations). These relationships can then be analyzed to assess the impact to the proposed design.

Improvements to the design process may be possible if AI or rule based systems could be used to augment the process and quickly converge upon an acceptable design. Once the orbits for all of the spacecraft are selected, another tool could be developed that models various scenarios to ensure that mission requirements can be met. For example, if spacecraft-to-spacecraft packetized communications is required (see below), the model may assess nominal packet throughput and delay performance of the entire system and when operating under different scenarios. It could also be used to determine data traffic loading on the ground systems to determine nominal and peak loads, potential bottlenecks that may throttle the required bandwidth, the impact of packet routing strategies, and the impact of down time for one or more ground segment resources (e.g., tracking antenna). 
8.2 Communications

Communications issues that impact the design of satellite constellations involve the space-to-ground links, and for those constellations that will require it, space-to-space communications links. The issues associated with space-to-ground links involve the frequency and duration of the contacts, and the potential number of simultaneous or near-simultaneous contacts. This will impact the number and the location of ground systems to support the mission. It will also affect the planning and scheduling of ground resources required to support the constellation. The spacecraft may communicate with the ground in any of three ways: directly; using a bent pipe via a communications satellite (geosynchronous, or perhaps via a commercial communications satellite constellation); or relayed through other spacecraft comprising the constellation. A combination of these methods is also possible.

In the first case, direct downlink, scheduling of ground resources and resource conflict resolution will be critical issues. The overall capacity and availability of the ground station equipment has to be considered. Similar issues exist for a bent pipe implementation.

Spacecraft-to-spacecraft communications potentially imposes a more difficult challenge. This will depend upon whether the spacecraft comprising the constellation are:

·  “just a collection of spacecraft” that may not be required  to communicate among one another;

·  “loosely coupled” with an occasional need to communicate perhaps short message packets; or

· are “tightly coupled” where inter-spacecraft communications is required to support the mission.

This problem of inter-spacecraft communication is analogous to the more familiar terrestrial, networked computer environment. However, a spacecraft constellation poses additional technical difficulties since the “nodes” of the network,(i.e., the spacecraft),, are moving relative to one another, and the distances between nodes is never constant. The problem of routing packets becomes truly dynamic.

Some of the technical issues to be addressed include the following. Although it is not a focus of this study, these issues (e.g., simultaneous commanding) may be particularly relevant to formation flyer constellations.

· Inter-spacecraft Communications: Where should the knowledge of the location of each spacecraft within the constellation reside? Should each spacecraft compute where it is in its orbit relative to some (or all) other spacecraft, or should this function be performed and coordinated on the ground? Clearly more computing power is available on the ground than on board. For example, if one spacecraft needs to communicate with another (using, say, an omni-directional antenna), the ground system could compute when the two (or more) communicating spacecraft will be in proximity and provide a time window during which communications becomes feasible and command the spacecraft accordingly. However, the protocols to be used will also have to be evaluated relative to the quality of service required. Is a UDP connectionless protocol acceptable, and how will lost, stale, and duplicated packets be handled? The OMNI project, within GSFC Code 588, is exploring the use of IP to facilitate spacecraft communications and integration with its commercially available, open architecture equivalent protocols used for terrestrial networks.

· Commanding: It may be necessary to send a command to all spacecraft simultaneously, or nearly so. It may also be necessary to send a command immediately to a spacecraft. Having a constellation now opens the possibility of routing an emergency command to one (or more) spacecraft through the constellation itself. How is this best accomplished? This problem is related to the previous one if inter-spacecraft communications and routing is implemented. Should the network topology permit communications between spacecraft orbiting in only the same plane (assuming the spacecraft immediately “in front of” or “behind” a particular spacecraft are always visible), or should a more robust topology be supported that allows for a fully connected mesh as proposed by Teledesic? These questions will depend upon the mission and the orbits that are required to support it.

In these instances, emerging new protocol standards, such as next generation IP (IPng) [also referred to as IPv6 - IP version 6] may help. IPv6 will support a larger suite of IP addresses, and will support multicasting and “anycast addressing” protocols. Anycasting identifies a set of nodes where a packet sent to an anycast address is delivered to one of the nodes. The use of an anycast address in the IPng source route allows the nodes to control the path over which their traffic flows. IPng will also support various levels of service such as “real time” service. Satellites in the constellation may also require that their activities be synchronized. IPv6 may facilitate this requirement.

New error correcting coding techniques, such as emerging Turbo Codes, should also be evaluated to further ensure error free communications. Turbo codes promise to offer a significant improvement over Reed-Solomon and Viterbi encoding techniques. For example, if a 3dB improvement can be realized using them, transmitter power and/or bandwidth can be reduced and yet still maintain the same bit error rate performance. Alternatively, an improvement of about 3dB maybe realized if the transmitter power remains unchanged. Higher quality signal transmissions can result. This technology is potentially significant because it could lead to a reduction in overall cost for the constellation satellite fleet: especially when a constellation as large as 100 spacecraft is contemplated. Alternatively, the improvement may permit a greater range of signal transmission and permit a spacecraft to route data through a greater number of alternative “nodes” (i.e., spacecraft).

8.3 Ground Data Handling

Receiving, processing, displaying, and analyzing the health and safety engineering telemetry data, and the payload data, from perhaps hundreds of spacecraft will be challenging. Mission operations staffing levels must remain low to keep mission operations costs low. Clearly if two people are required to staff a shift for a single spacecraft mission, then a 100 spacecraft mission cannot increase its staff proportionately. This means that greater automation will be required to “mine” the data that is received, and to perform correlations of the telemetry values among all spacecraft. Using this information, automated trend analysis, fault isolation, and remedial action (i.e., automated commanding by the ground system) can be implemented. Automated statistical data processing will help in failure prediction especially for similar failure modes that may be experienced by multiple, identical spacecraft. Long term (e.g., even over the life of the entire mission) trend analysis may also benefit by data mining techniques as it may point out relationships that would otherwise be difficult to discover since so many spacecraft and therefore data points are involved. Data mining could perhaps treat the telemetry points from all spacecraft as an “inventory” of data (e.g., analogous to a retail store inventory of items). And just like retail store inventories, information could be extracted that provides relationships between spacecraft subsystems and events over time. (e.g. What happens to each spacecraft in the constellation as each reaches a particular point in the magnetosphere?).

Once the data is received and processed, new techniques for data visualization will be required.  Ground systems that handle telemetry must present the data in a format that will not inundate the operations staff. 3D visualization techniques that show the spacecraft in orbit and also show, at a high level, the status of their major systems could provide useful information “at a glance”.

8.4 Automation and Autonomy

Automation will become the key ingredient of any ground system to ensure the success of the constellation mission. There are simply too many spacecraft and subsystems to monitor and control. There is also the remote possibility of having to react to (hopefully infrequently) concurrent systemic degradations or failure conditions that will tax the abilities of even seasoned missions operations staff: yet concomitant increases in mission operations staffing profiles simply cannot be afforded.

Automation and autonomy will be required at various levels. Eventually a “lights out operation” for even the largest constellation would be highly desirable.

· Planning and scheduling tools will be required for managing the limited, and most likely shared (versus dedicated) ground resources that will be needed to support spacecraft contacts: i.e., for forward and return link processing. Determining how many ground stations and their locations will be dependent upon the specific constellation design parameters. It should be assumed that the ground station design must be able to ensure that no data from any spacecraft is lost due to the inability of the ground station components to support a downlink. This will also be a cost driver for the ground systems. Tools under development, such as ComPASS (AppNet), and JPL’s work in the DS-T, CASPER, and DANS are representative examples of methods that should be further evaluated and perhaps applied to this problem.

· For the forward links, a greater degree of automatic operation will also be required. Commanding, especially routine command sequences will have to become more automated simply because of the quantities of spacecraft involved, and the lower staffing levels that will be necessary.

· The application of more sophisticated successors of the DS-1 Remote Agent will also prove to be beneficial. Functions that would normally have been performed using ground-based resources will migrate to the spacecraft. Constellations can benefit because it is not far fetched to consider the use of a next generation of cooperating RA’s on each spacecraft to coordinate activities among the spacecraft comprising the fleet. For example, one spacecraft may automatically cue another to perform an observation at a particular point in time and/or space. This could be done for a number of possible reasons: a particular detector may be degrading on one spacecraft so another detector on another spacecraft can be used; a target of opportunity may have been observed by one spacecraft and another should be alerted to continue the observation after the first spacecraft has perhaps gone out of range; a different or higher resolution instrument may be available on another spacecraft so that higher quality science data can be captured by the second spacecraft. Formation fliers could potentially benefit from this form of autonomy since each spacecraft in the formation may have a suite of instruments that are common each spacecraft, yet each spacecraft in the formation may also have one or two instruments that are unique.

· The application of more powerful on-board processing will also lead to greater potential for autonomy: for example, the NRL’s NEMO spacecraft’s use of its Autonomous Spectral Signal Detection. This technology has the potential to reduce communications transmission bandwidth by future generations of sophisticated constellation spacecraft since only that data that is particularly useful or that needs to be transmitted will be communicated to the ground.

· Failure detection and prediction is another area where autonomy improvements will be required. Coupled with the data mining techniques, ground systems may be able to automatically detect spacecraft subsystem degradations under certain conditions, and automatically command the spacecraft to change operating modes at particular times to mitigate the risk of similar degradations, or even failures.

8.5 Voice Query System

Because of the sheer numbers of spacecraft, alternative forms of user interfaces may also yield greater efficiency for mission operations personnel. One example may be the use of a voice query system. Mission operations personnel may simply inquire as to “How are subsystems X on each spacecraft in the constellation reacting to condition Y?” This form of user interface would rely upon the data mining software to find and then report on these relationships.

9 Recommendations

This report has provided a description of the status of current and planned constellation satellite missions. It has also described some of the key technical challenges that face the designers of such missions. Some of these issues have already begun to be addressed and some prototyping has begun to validate these various ideas (e.g., GSFC’s OMNI program to test IP communications protocols, and JPL/NASA Ames Remote Agent to validate on board autonomy implementations).

Clearly many of these technologies need to evolve even further for them to be sufficiently mature to support a large spacecraft constellation. And it is recommended that additional work be done to ensure that these technologies continue to mature. Some representative examples of extensions to on-going activities within Code 588 are provided below.

System Design Tools Assessment:

Additional work should be performed to assess the availability, capabilities, and interoperability of tool sets (e.g., STK, STK/Chains, STK/Comms, and SOAP) to determine their applicability in the system design phase of satellite constellations. It should also be determined what work is being performed to facilitate the ease by which the front-end system design engineering is done, and what forms of analytical simulations are available. For example, how can the designer test communications routing, throughput, and delay for inter-satellite communications for a particular design? It should also be determined to what extent the available tools can be modified and enhanced to add-on functions if they are presently not available.

Inter-satellite Communications:

Large satellite constellations such as Teledesic will implement inter-satellite communications. One could assume that the technical issues associated with its implementation are therefore being closely evaluated. A Code 588 “focus group” may wish to pursue a cooperative agreement with Teledesic with regard to the implementation issues and the alternatives associated with inter-satellite constellation communications networking.

Data Visualization:

Further work in this area is required to demonstrate how telemetry data from as many as 100 identical Nanosatellites can be viewed effectively and efficiently. New and innovate techniques to display useful quantitative information are needed (e.g., using Visage). A laboratory should be established to simulate these conditions and to explore ways that this can be accomplished without inundating the mission operations staff with simply “a flood” of traditional telemetry data screen displays. As a source of data, “live” telemetry data (e.g., perhaps from the ACE mission) could be periodically relayed to a data visualization laboratory. This “live” data would be replicated to simulate telemetry data from 100 spacecraft. Another software system in the laboratory would periodically modify some of the received telemetry values to simulate variations of the telemetry data from each of the 100 spacecraft. This technique could test the ability of the visualization software (e.g., Visage) to present specific telemetry data conditions and long-term subsystem trends effectively and efficiently.

Data Mining:

Further studies should evaluate the state-of-the-art, and the potential applicability and use of commercial-off-the-shelf (COTS) e-commerce data mining software to process telemetry data from a suite of identical constellation satellites. The source of data could be the simulated 100-satellite “mission” described in the Data Visualization section above. Commercial software could be identified, procured, and evaluated to assess its use by satellite constellation telemetry ground systems. The data mining software could be tested in the laboratory to see how well it can find relationships between the telemetry data from each of the simulated data streams. Using Visage, these relationships could also be presented to mission operations personnel in new and meaningful ways.

On-Board Autonomy:

Further studies should be performed regarding the state-of-the-art of the Remote Agent software that was used on DS-1. Collaborative efforts should be created with JPL and NASA/Ames to discover what the next generation RA software will be and how it could be used and tested at GSFC. In particular, can the RA software be extended, implemented, and evaluated using a multiple “Flatsat” test-bed environment. Experiments should be done to understand the issues regarding implementation of RA software on multiple spacecraft (i.e., a constellation) with a view to the eventual creation of cooperating agents on the spacecraft constellation.
System Integration and Test Laboratory:

Certain technologies (e.g., Visage, Remote Agent, and OMNI) have been successfully demonstrated as independent and distinct projects. The next step should be to begin to integrate these and other emerging technologies in a controlled laboratory setting to demonstrate how they can be used to simulate a “small” constellation (such as the NASA Constellation Trailblazer – “Nanosats”). As a precursor to the Nanosat mission, it is recommended that a flat sat laboratory be created where these technologies can be integrated and tested. For example, the Code 588 Autonomy Laboratory, will explore autonomy using robots equipped with wireless modems that communicate over a cellular network. Depending upon the size of the region that they would operate (i.e., a laboratory, building, or campus), they could also be equipped with GPS or a similar geolocation capability. Each robot could generate its own set of telemetry data, or using the cellular network, each could periodically query a data base of simulated spacecraft telemetry data. Each robot would transmit telemetry data to the simulated ground network and to other robots. The network could be structured so that full communications between all robots is not always possible. Perhaps the robots that need to communicate are out of range, or one robot’s communications systems may have failed. This could test routing and multicasting strategies using the IPv6 protocol standard. Initially, the GSFC OMNI project’s work (investigating the use of IP protocols) could be integrated to demonstrate the viability of IP protocol use over multiple, “moving” spacecraft nodes (i.e., robots). Visualization software, such as Visage could be augmented to display the status of the robots (i.e., their location, and the status of their on-board “systems”). Data mining tools could perform statistical correlation on the data to extract relationships in the telemetry data. These relationships would then be displayed by Visage. This Constellation Satellite System Integration and Test Laboratory would be structured to permit incremental enhancements. For example, as the OMNI program begins to integrate and test newer IPv6 protocols, this could then be introduced and integrated within the laboratory environment. IPv6 multicasting and anycasting could be used to demonstrate “spacecraft’ commanding modes unique to constellations by sending simple commands to the robots.

The approach to creating this laboratory would assume a multi-year effort (e.g., perhaps 3 years). A phased implementation and integration plan would be developed, and it would identify how each of these technologies would be initially introduced and then incrementally integrated over time. A plan would also be developed that identifies the experiments that could be conducted as each technology matures. Eventually, some of these technologies (e.g., IP networking) could begin to be tested using either flight-qualified hardware, or non-flight-qualified, yet equivalent hardware components.
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1. Space Mission Design and Analysis – Second Edition; Wiley J. Larson and James R. Wertz, editors; (1992 Microcosm, Inc and Kluwer Academic Publishers.

2. Satellite Communications Systems; M. Richharia; (1999 McGraw Hill Telecommunications Series; McGraw Hill.

3. Design of the Remote Agent Experiment for Spacecraft Autonomy; D. Bernard et al; JPL and NASA Ames Research Center.

4. Design for Autonomy: Remote Agent for the New Millennium Program; D. Bernard (JPL) and B. Pell, Caelum Research, NASA Ames Research Center

5. Autonomy Architectures for a Constellation of Spacecraft, Anthony Barrett, JPL

6. Validating the DS1 Remote Agent Experiment, P Nayak et al; NASA Ames Research Center and others.

7. Working Together: centralized Command Sequence Generation for Cooperating Rovers; Gregg Rabideau etc al; JPL

8. Model-based Autonomy for Robust Mars Operations; J. Kurien et al; NASA Ames Research Center.

9. Nanosat Constellation Trailblazer; NASA HQ press release: August 19, 1999
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