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1 INTRODUCTION

1.1 Identification

This document provides the summary and test plan for the demonstration provided to Goddard Space Flight Center (GSFC) by Aeroflex Altair Cybernetics Corporation (Altair), in order to illustrate the functionality of onboard automation and operation of an autonomous homogenous constellation.  

1.2 System Overview

This demonstration applies to an autonomous homogeneous constellation and ground control system. Three virtual spacecraft are created using Altairis Mission Control System (MCS) ™. The spacecraft are modeled and simulated using finite state modeling (FSM). The spacecraft and the ground station are linked as nodes, where spacecraft to spacecraft and spacecraft to Mission Operations Center (MOC) communication is required. The Altairis MCS ™ is used to simulate the functionality of a MOC as well. The nodal connections will be monitored as the spacecraft and the constellation configuration changes.

1.3 Background, Objectives and Scope

Since the beginning of the space age, many organizations of the world have collectively launched thousands of spacecraft into a variety of orbits. The capabilities, complexity, and sophistication of these spacecraft have increased dramatically in the past years. This rapid evolution of spacecraft is a direct consequence of the accelerating pace of significant advances in the technologies that have enabled these spacecraft to be designed. 

In recent years, the need to launch a constellation of spacecraft has increased dramatically, to support complex science missions and the rapidly expanding telecommunication market. To date, however, constellation launches and operations have mostly been in the planning stage, or are experiencing difficulties operating a constellation of spacecraft.

The main difficulty and concern in the aerospace community is the lack of a strategy to effectively monitor and react to conditions reported through telemetry data from multiple spacecraft. If a traditional approach is taken, the cost will simply increase proportional to the number of spacecraft. In addition, with a traditional approach, the complexity of the operation would also increase dramatically if the constellation consisted of heterogeneous spacecraft.

This demonstration shows a strategy to effectively manage a spacecraft constellation through the usage of Altairis MCS™ and it’s finite state control technology. This presentation will demonstrate an autonomous homogeneous constellation and ground control system, which is capable of performing fault detection, isolation and recovery. It is important to note that adding the ground station and considering the station as a part of the constellation, the system can be considered a non-homogeneous system.

2 SYSTEM DESCRIPTION

2.1 Overview

The autonomous constellation presented in the CONOPs documentation calls for the deployment of three fully autonomous spacecraft and a ground station to support a constellation mission. Each spacecraft and the ground station are linked as nodes on an existing network. The objective of this demonstration is to demonstrate that current technology can reliably mimic human intervention that is often necessary to control and adapt to complex spacecraft operations. 

These spacecraft and ground station will be simulated using existing computers. The virtual spacecraft uses the same telemetry structure used for the Wide-Field Infrared Explorer (WIRE) spacecraft. WIRE is a spacecraft from the Small Explorer (SMEX) Program, originally deployed to survey primarily galaxies with unusually high rates of star formation or "starburst" galaxies, which emit most of their energy in the far-infrared. In order to model a realistic spacecraft, sample constraints and hardware limits are obtained from this spacecraft as well. Additional capabilities are added to the spacecraft model, such as spacecraft to spacecraft communication capability to operate as a constellation. A pictorial overview of the constellation system is shown in Figure 1.

A virtual mission was created in order to support the demonstration of the autonomous spacecraft and constellation. This was necessary to supply the constellation with a mission objectives/goals and to clarify the demonstration scenarios.

The virtual mission imposes the following requirements:

· All communication (spacecraft to spacecraft and spacecraft to ground station) uses IP network.

· Ground station intervention is not always possible. The communication also involves unknown delay time.

· The goal of the mission is to maximize the data volume. The spacecraft will have a payload system, which collects the data. Each spacecraft also has a scanner to search for a target of opportunity to collect the data.
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Figure 1. Constellation System Operational Environment Overview

2.2 Major System Components

The constellation system is divided into lower level systems, or “subsystems”, in order to simplify testing and visualization of the constellation. The first level systems are the spacecraft (Space_Nodes), ground station (Ground_Nodes), the inter-nodal communication (Node_Comm) and the role monitoring (Constellation_Mode) system. Figure 2 below shows the graphical interpretation of the systems. A detailed model diagram is presented in Appendix A.


[image: image5.wmf]System:

Constellation

System:

Space_Nodes

System:

Ground_Nodes

System:

Node_Comm

System:

Constellation

Mode

States :

Operational

Down

States:

Mode 1 (Configuration Manager)

Mode 2 (Conflict Mediator)

Mode 3 (Independent)

States:

Up

Down

States:

Online

Offline

States:

Online

Offline

P.A-1

P.B-1

P.C-1

P.D-1


Figure 2. First Level Constellation Subsystems.

The “Space_Nodes” system is a monitor-only system, which monitors the over all state of health of the spacecraft. There are three systems below the “Space_Nodes” system, which monitor the state of health for spacecraft 1 through 3. For identification purpose, the spacecraft are named ALPHA_ORI, BETA_ORI, and DELTA_ORI. These systems recognize only the spacecraft wide events and states.  This level of granularity enables custom modeling of individual spacecraft if necessary. Figure 3 illustrates the Space_Nodes system and its lower level system. All systems underneath the system ALPHA, BETA, and DELTA are identical with each other since this is a homogenous spacecraft constellation.
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Figure 3. Space_Nodes system with lower level spacecraft system.
The ground station system (“Ground_Nodes”) is similar to the “Space_Nodes” system. The system recognizes only the ground station wide events and states.  The spacecraft and the ground station work as identical nodes on the network, however, the resources on the ground station and the spacecraft are clearly different. Figure 4 illustrates the lower lever structure of the system Ground_Nodes. The MOC is identified as GAMMA_ORI. Since the ground station system has the same structure as the “Space_Nodes”, it would be fairly straightforward to “add” or “subtract” another ground station as needed.
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Figure 4. Ground_Nodes system with lower level MOC system.
The inter-nodal communication (“Node_Comm”) system monitors the over all connections between the network nodes (spacecraft to spacecraft and spacecraft to ground station). The system detects any failure to the communication links between the nodes. The lower level system is devided into two systems, one to monitor the spacecraft to spacecraft communication (“SC_2_SC”), and the other, “MOC_2_SC”, specifically monitoring the ground to spacecraft communication. This separation of system simplifies the failure identification of the communication system. The inter-nodal communication is critical in autonomous constellation control.
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Figure 5. Node_Comm system with lower lever communication systems.

The role monitoring system, “Constellaion_Mode”, monitors the role of the individual nodes. (The nodes include both the spacecraft and ground station.) The constellation as a whole behaves differently depending on what “mode” the constellation is in. The modes of operation of the constellation system are described in Section 2.3.
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Figure 6. Constellation_Mode system with lower level "Role" systems.
Operational policies and constraints imposed on the systems discussed are summarized in Table 1. Note that these requirements are a subset of the project requirements, which are discussed in detail in Section 4, Project Requirements and Solutions.

Table 1. Summary of system operational policies and constraints.

	Autonomous Spacecraft
	The system is required to autonomously execute scheduled tasks.

The system is required to perform fault detection, isolation and recovery.

The system is required to reschedule activities without intervention from the ground station.

This system requires both spacecraft to spacecraft and the conventional spacecraft to ground station communication.

	Autonomous Ground Station
	The system is required to recognize and verify the state of the spacecraft.

The system is required to perform fault detection, isolation and recovery.

The system is able to function autonomously, however, is required to be able to accept external commands (human intervention).

	Autonomous Constellation
	The constellation is required to detect resource failures and diagnose the cause of the failure.

The constellation is required to autonomously reschedule a task when a failure is detected in order to achieve its original schedule (dynamic scheduling).

	Network Communication
	All nodes of the network (spacecraft and ground station) will use the DUP/IP or TCP/IP to communicate the system states.

The communication bandwidth and connections will be monitored as the configuration of both the individual spacecraft and the constellation changes.


2.3 Constellation Modes of Operation

Three different modes of operations are identified in order to demonstrate the ability of the spacecraft to achieve a common goal as a constellation.

2.3.1 Configuration Manager Mode (MODE-1)

In this mode of operation, one node on the network is given the role of configuration manager. This is the only system (node) that recognizes the state of the constellation as a whole. The rest of the nodes (spacecraft and/or ground station) recognize only it’s own states and are called the client nodes.

The node that takes the role of the configuration manger issues all commands to the rest of the nodes to achieve the specified tasks. It is important to note that the node with the manager roll needs to be supplied with the mission objectives.

Noting the ground station or a spacecraft can take the manager roll, this mode of operation is one step further from how the spacecraft constellation is managed and operated currently. This mode allows minimum human intervention, which is suitable for missions that the spacecraft is rarely in field of view of the ground station.

2.3.2 Conflict Mediator Mode (MODE-2)

In this mode of operation, each node (spacecraft and ground station) recognizes both it’s own states and contains limited knowledge of other nodes. Each node is able to request commands to autonomously configure the constellation. However, in order to keep the integrity of the constellation, one node on the network is given the role of conflict mediator. This node on the network receives all commands requested by other nodes and selects the most appropriate command. This node is the only node, which issues commands to the nodes to achieve the specified tasks. The rest of the nodes in the network are referred to as agent nodes. The name, “agent”, was chosen simply to make a distinction between the client node, which does not possess the knowledge of other nodes in the network.

On a functional level, this mode of operation is similar to the configuration manager mode. When the nodes are identical and sharing the same information across the network, all nodes should request the same action for the constellation. However, the strength of this mode emerges when the logic of one or more nodes has failed. The failure of the logic could arise from “glitches” such as communication failure, or sensor failure.  A “glitch” could cause a node to detect something different from what is really occurring to the constellation. This mode adds extra protection for the constellation behavior since more than one node is monitoring the constellation.

2.3.3 Synchronous Operation Mode (MODE-3)

In this mode of operation, each node only recognize it’s own states. Each node is able to detect a failure and reconfigure only within the node. In addition, each node is given the schedule and task to achieve the goal of the constellation. This schedule and task is a high level schedule issued from the ground station. Cross-nodal state information is only shared in order to synchronize the activities. Each individual system “synchronizes” its own schedule and activity to achieve the overall schedule. The roles of the nodes are defined as independent nodes.

This mode of operation is closest to how the spacecrafts are operated today. In this mode, each spacecraft is given individual objectives/goals and attempts to meet them. However only the ground station personnel can supply the nodes with constellation configuration directives.

ArchiTECTURE description

The spacecraft and ground station are simulated using existing computers. The control system for the constellation is hosted by several PCs with the Windows operating system (2000/NT). The hardware configuration varies slightly across machines.  All systems, spacecraft and ground station, will be modeled by Altair’s FSM technology and Altairis MCSTM will be scaled to operate within this environment. Two different hardware configurations are implemented in order to provide more flexibility for the demonstration. The two configurations are the local mode and remote mode. Both configuration modes satisfy the project requirements identified in Section 4, Project Requirements and Solutions.

2.4 Local Mode

Local mode provides the capability to run the entire project with only one PC. The project will include 3 spacecraft simulations, a ground station simulation and the graphical user interface (GUI). This mode provides portability of the demonstration and also where most of the development and testing effort takes place. However, in order to maintain the desired performance level, the PC needs to include an Intel® Pentium® 4 class CPU and near 525 Mbytes of RAM. The local mode does not require any network connections.

2.5 Remote Mode

The remote mode is the extension of the local mode. This mode allows the deployment of any project component  (spacecraft, ground station simulation and GUI) in any PC in the local area network (LAN) with remote commanding capability (e.g., Rshell utility). Part of the GUI is based on HTML, which can be viewed from any machine with internet access (i.e., home PCs, wireless palmtops, etc). The lowest power computer tested to date is a laptop computer with Intel® Pentium® 3 class CPU with 265 Mbytes of RAM. The most extensive configuration of the remote mode uses three laptops or low-power PCs to simulate the spacecraft system, and another PC to simulate the ground station. The computers are connected through a router or a switch to enable computer-to-computer communication. Even though the software supports both TCP/IP and UDP/IP protocol, TCP/IP is used for the demonstration. The software architecture for different simulations are shown in the next sections.

2.6 Spacecraft Simulation

Altairis MCSTM is used to simulate the three spacecraft. The software allows several processes to run as a plug-in. In order to reduce the computational load and memory footprint, minimal plug-ins are loaded. The following plug-ins are loaded on the spacecraft computer.

· Simulator plug-in: The virtual spacecraft is able to ingest the telemetry structure used for Wide-Field Infrared Explorer (WIRE). This plug-in reads the archived WIRE binary file, sends the telemetry data, and manipulates the spacecraft data to simulate spacecraft events.

· nSourceTM decomm plug-in: This nSourceTM plug-in reads the telemetry data sent by the simulator plug-in. The plug-in uses a predefined WIRE data structure to decom the telemetry stream.

· nSourceTM state modeling plug-in: This plug-in monitors the states of the spacecraft system. This plug-in defines the states of the spacecraft system, creates transitions to autonomously control the states and also monitors for unexpected system states.

· nSourceTM communication plug-in: This plug-in allows nSourceTM to nSourceTM communication. This plug-in uses CORBA to send messages, and will only be used for commanding the spacecraft systems.

nSourceTM is the backbone of Altair’s Altairis MCSTM. Since the computational resource is limited (low memory, low CPU speed) there will be no Graphical User Interface (GUI) on these machines simulating the spacecraft system. However, states and status information will be stored in a file (ASCII log file and HTML file), which can be read from a remote location.

2.7 Ground Station Simulation

The ground station simulation requires similar software resources and configuration as the spacecraft simulation. However, since the computational resources are not as limited as the spacecraft simulation, more plug-ins are loaded. This machine will be designated for graphical interfaces to the spacecraft as well. Several plug-ins are identical to the plug-ins used for the spacecraft system.

· Messaging Plug-in: This plug-in sends and receives the state information. The plug-in also sorts, verifies the integrity of the message and monitors the bandwidth of the communication. 

· GUI plug-in: This plug-in shows the information about the ground station system. Most of the information displayed in the graphics is obtained from the nSourceTM. A separate interface will be reserved to display the spacecraft messages.

· PALS Command Executor: Command line interface to the Altairis MCSTM.

· nSourceTM decom plug-in: This nSourceTM plug-in reads the telemetry data sent by the simulator plug-in. The plug-in uses a predefined WIRE data structure to decom the telemetry stream.

· nSourceTM state modeling plug-in: This plug-in monitors the states of the spacecraft system. This plug-in defines the states of the ground system, creates transitions to autonomously control the states and also monitors for unexpected system states.

· nSourceTM communication plug-in: This plug-in allows nSourceTM to nSourceTM communication. This plug-in uses CORBA to send messages, and will only be used for commanding the spacecraft systems.

Figure 7 shows the summary of the software architecture superimposed onto the hardware architecture.
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Figure 7. Hardware and Software Architecture Overview

3 Project Requirements and Solutions

Several requirements were imposed by the project proposal and were described in the CONOPs documentation. Strategy taken by the Orion project is summarized in the following table (Table 2).

Table 2. Project Requirement and Solution Matrix
	Requirement
	Orion Solution and Demonstration

	Deploy three identical spacecraft and one ground station model. Model the spacecraft and ground station using finite state modeling.
	Three spacecraft and a ground station are modeled using the existing Altairis MCSTM.  The spacecraft and ground station model can be deployed in any computer in the same network. This process distribution across the network simulates a real constellation (one spacecraft running on one computer). All models can be deployed in a single computer provided sufficient resources, such as memory. 

	Spacecraft and ground station are in a communication network.
	Additional communication model is added to each spacecraft, which allows spacecraft to spacecraft communication. The communication link is monitored via spacecraft to spacecraft ping. The default intervals between the communication pings are set to 5 minutes. This ping logic also takes into account the spacecraft’s field-of-view.  If communications goes down and the spacecraft is out of the field-of-view, the communications loss is treated as an expected event.

	1. Demonstrate an autonomous spacecraft. 

2. The spacecraft performs fault detection, isolation and recovery.
	All spacecraft are able to playback existing WIRE data, which is in CCSDS format. This was used to validate the model. During the playback, any reactive control is turned off and the system is put into monitor only mode. 

1. State based reactive control is implemented in the power system. The logic triggers the non-essential bus off during eclipse (running on battery) to conserve power.  The bus is brought back into operation when the spacecraft exits the eclipse.

2. The fault detection is based on the status of the spacecraft system. The detected failure is logged to a file. The recovery is attempted by reactive control logic as described above.

	1. Demonstrate an autonomous constellation. 

2. The constellation performs fault detection, isolation and recovery
	In order to demonstrate an autonomous constellation, different modes of operations are introduced. The constellation has a different “behavior” depending on the mode of operation. Similarly, each spacecraft has different “role” within the constellation, depending on the constellation mode of operation.

1. State based reactive control logic is placed on the system, which scans the target of opportunity. The resulting control is determined both by the current constellation management mode, as well as the role of the spacecraft that detected the target of opportunity in that management mode.

2. The fault detection is based on the status of the constellation system. The recovery is attempted by series of reactive control sequences.

	Demonstrate a strategy to effectively monitor and react to conditions reported through telemetry data from multiple spacecraft.
	1. Custom displays were created to easily visualize and control the constellation states. 

2. Visualization of logger implemented as an HTML interface.  The messages are filtered to eliminate unwanted messages and to isolate critical messages.

	The control system is able to support real time monitoring and control operations.
	TCP/IP ports are designated to each spacecraft simulator. A decom plug-in is deployed with every simulator. The telemetry structure is listed in the “SMEX/WIRE Telemetry and Command Handbook, Vol. I Data Formatting and Project Data Base Requirements. (WIRE-SPEC-005 Volume I)”.  A software switch is developed to toggle between the archived real-time data and simulated data.


3.1 Metrics During Development and Test

The following is a summary of metrics that Altair evaluated. These metrics were transformed into milestones during the project development.

1. Spacecraft system automation. This includes failure detection and reaction to the failure on spacecraft level.

2. Ground station automation. This includes the autonomous reconfiguration of the ground station resources to support the constellation functionality.

3. Constellation system automation. This system ties the spacecraft system and the ground station system as one unified system as nodes on an existing network. The auto reconfiguration of the operation modes will be tested and verified. The modes of operation are described in Section 2.3, Constellation Modes of Operations.

4. Constellation network communication.  Spacecraft to spacecraft communication along with spacecraft to ground station communication will be simulated. 
4 DEMONSTRATION FLOW DESCRIPTION

This section summarizes the demonstration flow and description of the graphical user interface (GUI). The first section (5.1) goes over the GUI in order to clarify the demonstration plan. The second section (5.2) describes the demonstration plan in tabular form, describing what is commanded and what to expect. Detailed explanation of the scenario and test procedure of the scenario is shown in Section 6, Demonstration Scenarios and Testing. 

4.1 Graphical User Interface Definition

The GUI displays are shown in Figure 8, Figure 9, Figure 10 and Figure 11. Figure 8 shows the main constellation window. The main window displays the role of each node, and states of the target scanner and the payload. The main window also contains the mode controller, which commands the constellation to be in specific modes of operation.
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Figure 8. Orion main window. Shows the over all picture of the project.

Figure 9 shows the environmental control panel for this project. The commands issued will directly influence the environment of which the constellation will operate. For example, when the target is set to found (TARGET DET SIMULATOR), the controller will simulate the situation when the scanner detects the target of opportunity for the specified spacecraft.

[image: image12.jpg]ALTAIRIS ENVIRONMENTAL CONTROL

TARGET DET SIMULATOR

ALPHA FOUND. LosT

BETA

DELTA

COMMUNICATION SIMULATOR

ALPHA FalL RECOV.

BETA

DELTA

moc

LOCAL FAILURE SIMULATOR

ALPHA FAIL RECOV.

BETA

DELTA





Figure 9. Environmental control window.

The window shown in Figure 10 is the model-browsing environment for the project. The model shown in the Appendix A is displayed, and the states of the system are shown in the display box.
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Figure 10. Model browser window.

The activity log of each spacecraft node is created and then parsed to HTML format. This information can be then downloaded to a browser to monitor the spacecraft states, status and the communication between the nodes. The web page is shown in Figure 11. The web address is currently http://www.altaira.com/~shasebe/orion.html.
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Figure 11. HTML page to monitor the states, status and communication.

4.2 Demonstration Flow

The order of the demonstration is shown in Table 3. Detailed explanation of the scenario and test procedure of the scenario is presented in Section 6, Demonstration Scenarios and Testing.

Table 3. Demonstration Flow

	Event 1: Transition the constellation mode to independent mode (Mode 3).
	Method: From the main window (Figure 8), click on the Mode3 button to transition the constellation to synchronous operation mode.

Result: The role of all nodes transitions to independent. This transition takes from 5 to 10 seconds to complete.

Comment: See Scenario-O3 in Section 6.

	Event 2: Spacecraft “ALPHA” finds a target of opportunity.
	Method: If a wireless laptop is used for “ALPHA”, directly command the scanner system to find the target through the command line prompt. Otherwise, use the environmental control window –TARGET DET SIMULATOR- (Figure 9) to set the target of opportunity to “FOUND”.

Result: In the main window, ALPHA’s target of opportunity (TARG) will transition to “FOUND”, then the Payload (PLD) system will indicate that a local target of opportunity was found by displaying “LOCTODET”. The payload system will reconfigure and activate. The PLD will display the “ACTIVE” state.

Comment: The mode of operation is set to synchronous operation mode; therefore the state change of one spacecraft will not affect the states or behavior of the constellation as a whole. See Scenario-O4x in Section 6.

	Event 3: Repeat Event 2 for the spacecraft “BETA”.
	Method: Use the environmental control window (Figure 9) to set the target of opportunity for BETA to “FOUND”.

Result: In the main window, the target of opportunity (TARG) will transition to “FOUND”, then the Payload (PLD) system will show that local target of opportunity was found by displaying “LOCTODET". The payload system will reconfigure and activate. The PLD will identify the “ACTIVE” state.

Comment: BETA’s behavior is identical to ALPHA, and the change of state does not affect any other component of the constellation.

	Event 4: Spacecraft “ALPHA” loses the target of opportunity.
	Method: If a wire-less laptop is used for “ALPHA”, directly command the scanner system to lose the target through the command line prompt. Otherwise, use the environmental control window (Figure 9) to set the target of opportunity to “SEARCH” (Click on ALPHA-LOST in the TARGET DET SIMULATOR).

Result: When the target is lost from the scanner, the target of opportunity (TARG) will transition to “SEARCH”. The Payload (PLD) system will reconfigure and turn off the payload instruments. The PLD will identify the “OFF” state.

	Event 5: Spacecraft “BETA” loses the target of opportunity.
	Method: Use the environmental control window (Figure 9) to set the target of opportunity to “SEARCH” (Click on BETA-LOST in the TARGET DET SIMULATOR).

Result: When the target is lost from the scanner, the target of opportunity (TARG) will transition to “SEARCH”. The Payload (PLD) system will reconfigure and turns off the payload instruments. The PLD will identify the “OFF” state.

	Event 6: Transition the constellation mode to configuration manager mode (Mode 1).
	Method: From the main window (Figure 8), click on the Mode1 button to transition the constellation to configuration manager mode.

Result: The role of spacecraft “ALPHA” changes to “MANAGER”, and the rest of the nodes will show the role “CLIENTS”. The constellation mode will display “CONFIG_MAN”, indicating a successful transition to the configuration manager mode.

Comment: The button “MODE1” on the main window is pre-set to command ALPHA to be the manager. However, this can be altered by a command line input. See Scenario-O1 in Section 6.

	Event 7: Spacecraft “ALPHA” finds a target of opportunity.
	Method: If a wire-less laptop is used for “ALPHA”, directly command the scanner system to find the target through the command line prompt. Otherwise, use the environmental control window (Figure 9) to set the target of opportunity to “FOUND”.

Result: In the main window, the target of opportunity transitions to “FOUND”, then the payload system shows that local target of opportunity was found (LOCTODET). The payload system will reconfigure and activate (ACTIVE). The spacecraft ALPHA then commands spacecraft BETA and DELTA to activate the payload. When the payload is activated, the display will show “ACTIVE” under the spacecraft BATA and DELTA.

Comment: The mode of operation is set to configuration manager mode. Only the manager has the states of all nodes and is given the capability to command the other nodes. See Scenario-O4x in Section 6.

	Event 8: Spacecraft “ALPHA” loses the target of opportunity.
	Method: If a wire-less laptop is used for “ALPHA”, directly command the scanner system to lose the target through the command line prompt. Otherwise, use the environmental control window (Figure 9) to set the target of opportunity to “SEARCH” (Click on ALPHA-LOST in the TARGET DET SIMULATOR).

Result: When the target is lost from the scanner, the target of opportunity transitions to “SEARCH”. The payload system will reconfigure and turn off the instruments. The PLD will identify the “OFF” state. The manager (ALPHA) will simultaneously issue commands to BETA and DELTA to turn off the instruments. The PLD for BETA and DELTA will transition to “OFF”.

Comment: The manager (ALPHA) recognizes that no other system has a target of opportunity and hence commands the other spacecraft to turn off the payload.

	Event 9: Spacecraft “DELTA” finds a target of opportunity.
	Method: Use the environmental control window (Figure 9) to set the DELTA’s target of opportunity to “FOUND”. (DELTA-FOUND in the TARGET DET SIMULATOR)

Result: In the main window (Figure 8), the target of opportunity for DELTA transitions to “FOUND”, then the payload system shows that local target of opportunity was found by transitioning to “LOCTODET”. 

After some delay up to 5 seconds (simulated communication delay), the manager, ALPHA, will identify that a remote node found a target of opportunity by transitioning the PLD to “REMTODET”. The manager will then command spacecraft BETA, DELTA and itself to activate their payload. When the payload is activated, the display will show “ACTIVE” for each spacecraft.

Comment: The mode of operation is set to configuration manager mode. Only the manager has the states of all nodes and given the capability to command the other nodes. The CLIENT spacecraft will not turn on the instruments until commanded by the manager. See Scenario-O4x in Section 6.

	Event 10: Spacecraft “BETA” finds a target of opportunity.
	Method: Use the environmental control window (Figure 9) to change BETA’s target of opportunity to “FOUND”. (BETA-FOUND in the TARGET DET SIMULATOR)

Result: The target of opportunity scanner for BETA will transition to FOUND, however, the manager will not issue any command since the payloads are already active.

	Event 11: Spacecraft “DELTA” loses the target of opportunity.
	Method: Use the environmental control window (Figure 9) to set the target of opportunity to “SEARCH” (Click on DELTA-LOST in the TARGET DET SIMULATOR).

Result: The target of opportunity scanner for DELTA will transition to SEARCH. No other changes occur.

Comments: The manager will not issue any command since the spacecraft BETA still has a target of opportunity in the field of view.

	Event 12: Spacecraft “BETA” loses the target of opportunity.
	Method: Use the environmental control window (Figure 9) to set the target of opportunity to “SEARCH” (Click on BETA-LOST in the TARGET DET SIMULATOR).

Result: The target of opportunity scanner for BETA will transition to SEARCH. Spacecraft ALPHA will command all the spacecraft to turn off the payload. The PLD display in the main window (Figure 8) will indicate “OFF” for all spacecraft. 

Comments: The manager, ALPHA, recognizes the loss of target from BETA, verifies that no other spacecraft has a target of opportunity in their view and commands all spacecraft to turn off their individual payload system. 

This demonstrates the ability to behave differently depending on the modes of operation as well as the ability to achieve a goal as a constellation of multiple spacecraft.

	Event 13: Disable the communication subsystem for spacecraft “BETA”.
	Method: Use the environmental control window (Figure 9) to disable the communication subsystem. (Click on BETA-FAIL in the COMMUNICATION SIMULATOR).

Result: The model browser (Figure 10) or the main window (Figure 8) will indicate the failure of the communication system. In the main window, links connecting the spacecraft “BETA” to other nodes will disappear, indicating the failure in the communication system. The role will transition to “INDEPENDENT” once “BETA” recognizes the communication failure since it is no longer able to receive commands from the manager.

Comments: Once the manager recognizes that the spacecraft “BETA” was lost, the state definition will dynamically change to exclude BETA from part of the configuration manager mode. See Scenario-F1x in section 6.

	Event 14: Enable the communication subsystem for spacecraft “BETA”.
	Method: Use the environmental control window (Figure 9) to recover from the communication subsystem failure. (Click on BETA-RECOV in the COMMUNICATION SIMULATOR).

Result: The model browser (Figure 10) and the main window (Figure 8) will indicate the recovery of the communication system. The links, connecting the spacecraft “BETA” to other nodes will reappear, indicating the recovery of the communication system. Once the communication recovery is recognized, the manager will command the spacecraft “BETA” to transition to CLIENT role.

Comments: The manager will recognize the recovery of the communication system. Since the manager recognizes the mode of operation of the constellation, it will command the beta to go back to CLIENT. The state definition is redefined at this point to include BETA in the configuration manager mode.

	Event 15: Disable the communication subsystem for spacecraft “ALPHA”.
	Method: Use the environmental control window (Figure 9) to disable the communication subsystem. (Click on ALPHA-FAIL in the COMMUNICATION SIMULATOR).

Result: The model browser (Figure 10) and the main window (Figure 8) will indicate the communication system failure. The links, connecting the spacecraft “ALPHA” to other nodes will reappear, indicating the failure of the communication system. The spacecraft ALPHA, which is the configuration manager, will change the role to independent since it can no longer command any spacecraft. The rest of the nodes which are in CLIENT will then transition to INDEPENDENT mode since the manager no longer exist. The over all constellation mode is now in synchronous operation mode (MODE-3).

Comments: The manager will turn to independent mode due to the recognition of the communication system failure. The manager no longer performs the commanding to other nodes. See Scenario-F2x in section 6.

	Event 16: Enable the communication subsystem for spacecraft “ALPHA”.
	Method: Use the environmental control window (Figure 9) to recover from the communication subsystem failure. (Click on ALPHA-RECOV in the COMMUNICATION SIMULATOR).

Result: The model browser and the main window will (Figure 7 and 9) indicate the recovery of the communication system failure. The links, connecting the spacecraft “ALPHA” to other nodes will reappear, indicating the recovery of the communication system. The constellation will stay in Synchronous mode.

Comments: The spacecraft and ground station will recognize that all communication is active and in operational state. However, the constellation will remain in synchronous mode until commanded by the ground. 

	Event 17: Send the spacecraft ALPHA to an unexpected eclipse.
	Method: Use the environmental control window (Figure 9) to simulate unexpected event/failure. (Click on ALPHA-FAIL in the LOCAL FAILURE SIMULATOR). The button is pre-set to simulate unexpected eclipse.

Result: The failure and the recovery sequence can be monitored using the model browser (Figure 10). At the end of the sequences, the spacecraft power source will transition to eclipse. The log of the unexpected power problem appears on the HTML page (Figure 11). The power system will reconfigure to eclipse mode, which will disconnect the non-essential bus to conserve energy.

Comments: This sequence is to demonstrate the autonomous spacecraft capability. The system performs fault detection, isolation and recovery. No ground station intervention is required to perform these reschedule of events.


5 DEMONSTRATIOn scenarios AND TESTING

This section provides a description of the operational scenarios for the demonstration. The scenarios are separated into two classes.  The first class of scenarios are the operational scenarios. These scenarios demonstrate the different modes of operation of the constellation. The second class of scenarios is the failure scenarios, which demonstrate the behavior of the system during a failure. The scenarios are summarized in Table 4 and Table 5. 

Table 4. Operational Scenarios

	Scenario O1
	Configuration Manager Mode (MODE-1)

	Scenario O2
	Conflict Mediator Mode (MODE-2)

	Scenario O3
	Synchronous Operation Mode (MODE-3)

	Scenario O4x
	Unexpected discovery of target of opportunity


Table 5. Failure Scenarios

	Scenarios F1x
	Unexpected loss of signal of a non-critical node.

	Scenarios F2x
	Unexpected loss of signal of a critical node. (i.e., Configuration Manager or Conflict Mediator node)


Note that the “x” at the end of scenario number indicates multiple variation of the scenario.
5.1 Operational Scenarios

The three operational scenarios (O1-O3) described in this section are a demonstration of the constellation automation test phase. The modes will transition sequentially from the ground station system. The fourth scenario (Scenario O4) demonstrates the flexibility and advantages of onboard automation of an autonomous constellation.

Table 6. Operational Scenarios – Scenario O1 through O3

	Scenario O1 – O3
	Constellation Operational Scenarios

	Description
	These scenarios go through all the modes of operation. The modes of operation are described in Section 2.3. 

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Configuration Manager Mode.

· Set the manager to the ground station (GAMMA)

· Set the manager to ALPHA

· Set the manager to BETA

· Set the manager to DELTA

3. Transition the constellation to conflict mediator mode.

· Repeat the sequence performed in part 2. (GAMMA > ALPHA > BETA > DELTA)

4. Transition the constellation to Synchronous Operation Mode.

	Result
	1. All systems will be deployed and set to Configuration Manager Mode. Only the configuration manager node will have the state information of the remaining nodes.

2. During the transition to Conflict Mediator Mode, all the states will be shared to the existing nodes. After the states are shared out, the conflict mediator node will be established. All other nodes will request the commands affecting the constellation through the conflict mediator node.

3. After the conflict mediator is terminated and transitioned to the Synchronous Operation Mode, all the nodes are responsible and only aware of the individual nodes. 

	Evaluation
	Mode changes, inter-nodal communication and state knowledge will be able to be monitored and evaluated with the GUI.


Table 7. Operational Scenarios – Scenario O4x

	Scenario O4x
	Unexpected discovery of target of opportunity

	Description
	These scenarios demonstrate autonomous rescheduling of the constellation configuration.

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Configuration Manager Mode.

· Set the manager to the ground station (GAMMA)

· Simulate an unexpected target of opportunity detection (GAMMA).

· Simulate the loss of target of opportunity (GAMMA).

· Simulate an unexpected target of opportunity detection (ALPHA).

· Simulate the loss of target of opportunity (ALPHA).

· Repeat with other combination, i.e., ALPHA-manager, BETA-manager, etc.

3. Set the constellation to conflict mediator.

· Repeat the sub-steps on step 2.

4. Set the constellation to synchronous operation mode.

· Repeat the sub-steps on step 2.

	Result
	1. All systems will be deployed and set to Configuration Manager Mode. Only the configuration manager node will have the state information of the remaining nodes.

2. The constellation will behave slightly differently whether a critical node (conflict mediator, in this case) or non-critical node (client, agent) finds the target, though the final configuration is the same.  The final result is that each spacecraft payload becomes active. If a non-critical node finds a target, the node will wait until it receives a command from the critical node. However, if a critical node detects the opportunity, it will command the rest of the fleet to turn on the payload.

3. The constellation behavior is identical to above procedure during the Conflict Mediator Mode.

4. For Synchronous Operation Mode, the detection of a target of opportunity in one spacecraft does not affect the other spacecraft. The spacecraft that identified the target of opportunity will activate its own payload.

	Evaluation
	Verify the configuration changes of the constellation.


5.2 Failure Scenarios

Following scenarios demonstrates the autonomous reconfiguration of the constellation as a failure is detected.

Table 8. Unexpected loss of signal of a non-critical node. – Scenario F1-1

	ScenarioF1-1
	Unexpected loss of signal of a non-critical node. 

Configuration Manager Mode

	Description
	This demonstration scenario shows the effect of unexpectedly losing a connection with a non-critical node.

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Configuration Manager Mode.

3. Disconnect one of the non-critical nodes.

4. Reconnect the previously disconnected node.

	Result
	1. All system will be deployed and set to Configuration Manager Mode. Only the configuration manager node will have the state information of the remaining nodes.

2. After the non-critical node is disconnected, the configuration manager node will retain the state knowledge of the rest of the nodes.

3. The configuration manager node will acknowledge when the node is reconnected.

	Evaluation
	Verify that the configuration manager node acknowledges the states of the remaining nodes.

Mode changes, inter-nodal communication and state knowledge will be able to be monitored and evaluated with the GUI.


Table 9. Unexpected loss of signal of a non-critical node. – Scenario F1-2

	ScenarioF1-2
	Unexpected loss of signal of a non-critical node.

Conflict Mediator Mode

	Description
	This demonstration scenario shows the effect of unexpectedly losing a connection with a non-critical node

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Conflict Mediator Mode.

3. Disconnect one of the non-critical nodes.

4. Reconnect the previously disconnected node.

	Result
	1. All systems will be deployed and set to Conflict Mediator Mode. All nodes will share the state information with the remaining nodes.

2. After the non-critical node is disconnected, the configuration manager node will retain the state knowledge of the rest of the nodes.

3. The conflict mediator node will acknowledge when the node is reconnected.

	Evaluation
	Verify that the conflict mediator node acknowledges the states of the remaining nodes.

Mode changes, inter-nodal communication and state knowledge will be able to be monitored and evaluated with the GUI.


Table 10. Unexpected loss of signal of a critical node. – Scenario F2-1

	ScenarioF2-1
	Unexpected loss of signal of a critical node.

Configuration Manager Mode

	Description
	This demonstration scenario shows the effect of unexpectedly losing a connection with the configuration manager node

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Configuration Manager Mode.

3. Disconnect a critical node.

	Result
	1. All system will be deployed and set to Configuration Manager Mode.

2. After the configuration manager node is disconnected, the constellation transitions to synchronous mode.

	Evaluation
	Verify that the constellation transitioned to synchronous mode.

Mode changes, inter-nodal communication and state knowledge will be able to be monitored and evaluated with the GUI.


Table 11. Unexpected loss of signal of a critical node. – Scenario F2-2

	ScenarioF2-2
	Unexpected loss of signal of a critical node.

Conflict Mediator Mode

	Description
	This demonstration scenario shows the effect of unexpectedly losing a connection with the conflict mediator node

	Procedure
	1. Deploy three spacecraft models and the ground station model.

2. Set the constellation to Conflict Mediator Mode.

3. Disconnect a critical node.

	Result
	1. All systems will be deployed and set to Conflict Mediator Mode.

2. After conflict mediator node is disconnected, another node with the most resources will take over the role of the conflict mediator node.

	Evaluation
	Verify the transition of the constellation to Conflict Mediator Mode. One node takes the mediator role and the rest of the nodes take the agent role.

Mode changes, inter-nodal communication and state knowledge will be able to be monitored and evaluated with the GUI.


6 Analysis of the proposed system

6.1 Summary of Improvements

Previously deployed constellations have relied on ground system control to manage operations.  Each individual spacecraft may have some level of autonomous control to monitor individual health, but the information is relayed only to the ground.  When not in contact with the ground stations, the constellation cannot adapt to failures of individual spacecraft.  There is not a controlling mechanism for the system without the ground station.

By first recognizing that a practical method exists for providing onboard automation for a single spacecraft, the intelligence of the ground station can begin to move onboard.  The space-to-space communications link provides a method for distributed information sharing among the spacecraft in the constellation.  Through the use of standard Internet protocols for communication, methods used for distribution of control task on ground networks can also be applied on orbit.  The constellation can now share information and computing resources.

This final step allows for the arbitrary migration of system control from the ground stations for the spacecraft.  Each spacecraft can receive information about the state of the other spacecraft and can send its own state information over the space-based network.  In addition to monitoring individual health, each spacecraft now has the ability to monitor the state of the other spacecraft and react to that information.  Now, instead of multiple individual spacecraft operating independently with a common data collection, the spacecraft can be configured to operate as a coherent system to optimize data collection.

This prototype demonstrates that a group of spacecraft can be considered as a single system when the appropriate control and communications are applied onboard.  The “intelligence” is moved from the ground station to the orbital resources allowing for continuous control of the constellation independent of the ground station.

While this prototype will only be able to demonstrate a selected subset of the domains and services available, a significant advantage can be shown over current constellation control system technologies.

The most significant advantage is minimization of ground contact, which translates into a significant cost savings.  Spacecraft in the constellation have autonomous control and can react to events when not in contact with a ground station.  The ground station is utilized only for data collection, spacecraft calibration operations, and anomaly investigation and reconfiguration in those few instances when the onboard systems require human intervention for unknown conditions.

The ability to dynamically reconfigure based on conditions allows for optimization of data collection and dramatically reduces risk to the mission.  A spacecraft failure will be known to the constellation and an appropriate reconfiguration will occur to attempt to recover from the failure.  If possible, the remaining resources will reconfigure to continue collecting science data.
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APPENDIX: ORION MODEL
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Figure 12. First Level Constellation Subsystems.
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Figure 13. Space_Nodes system with lower level spacecraft system.
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Figure 14. Ground_Nodes system with lower level MOC system.
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Figure 15. Node_Comm system with lower lever communication systems.
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Figure 16. Constellation_Mode system with lower level "Role" systems.
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Figure 17. Over view of the spacecraft node model.
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Figure 18. Overview of the ORION model.
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