Current Level of Mission Control Automation at

NASA/Goddard Space Flight Center

January 2001

Prepared by:  

Lori Maks, Julie Breed (Code 588, Advanced Automation and Architectures Branch) and Michael Rackley (Code 581, Systems Integration and Engineering Branch)

NASA/Goddard Space Flight Center

Table of Contents

2Section 1.  Objective

Section 2.  Methodology
3
Section 3.  Mission Operations Background
4
Section 4.  SMEX Mission Control Center
6
Section 5.  HST Mission Control Center
9
Section 6.  Terra Mission Control Center
12
Section 7.  Conclusion
15
Appendix A:  Interviewees
16
Appendix B:  References
18
Appendix C.  Mission Operations Questionnaire
19


Section 1.  Objective

NASA is particularly concerned with reducing mission operations costs through increased automation. This paper examines the operations procedures within NASA Mission Control Centers in order to uncover the level of automation that currently exists within them.  Based on an assessment of mission operations procedures within three representative control centers, this paper recommends specific areas where there is potential for mission cost reduction through increased automation.

Section 2.  Methodology

Three representative Mission Control Centers at the Goddard Space Flight Center were observed in order to analyze their daily operations by physically sitting with the Flight Operations Teams and documenting their activities.  In order to determine the procedures followed and the level of automation that exist within these Mission Control Centers, the three basic functions performed by their respective flight operations teams were studied.   This specifically included their methods for performing real-time monitoring and commanding, mission planning, and offline trend analysis.  Additionally, an interview questionnaire was developed, included as Appendix C, to elicit feedback from team members.  The missions studied were:  the Small Explorer (SMEX) missions, the Earth Observing System (EOS) Terra mission, and the Hubble Space Telescope (HST) mission.  A summary is provided of each mission’s procedures and level of automation.

Section 3.  Mission Operations Background

A general description of the methods used to perform the three critical functions that were studied within the Mission Control Centers is provided below. 

3.1 Commanding the Spacecraft

Commanding the spacecraft refers to the signals or telemetry that are sent between the Mission Control Center and the spacecraft’s on-board software.  Specifically, this is comprised of the uplinks performed for sending commands and memory loads to the spacecraft and the downlinks performed to download health and safety and science data from the spacecraft.   Uplinks or forward links provide the on-board system with instructions for spacecraft operations such as instrument pointing.  The number of times per day that uplinks are required for sending command loads depends on the amount of commands required to operate the spacecraft and instruments and the amount of memory available on the spacecraft for storing commands.  Downlinks are  performed by downloading engineering and science data to the Mission Control Center either in real-time mode or by downloading stored data from the on-board solid state recorder.  Real-time downlinks occur by directly transmitting telemetry data to the ground during a real-time support with the spacecraft.  Solid state recorder downlinks occur during a real-time support as well, but the data that is downloaded has been previously stored on the recorder during times when the spacecraft is not in view of a ground station.  

The spacecraft is typically controlled by either executing real-time or stored commands.  Stored commanding is the most common method and involves the development of pre-planned command loads that are sent to the spacecraft’s stored command processor during contacts with the ground system.  Each stored command is programmed to execute at a specific time to perform predetermined tasks.   Real-time commanding involves the Flight Controller directly controlling the spacecraft by sending it commands that are executed by the spacecraft immediately upon receipt.  Real-time commanding is typically performed for routine activities where the Flight Controller requires feedback from the spacecraft (i.e., telemetry) while commanding.  Examples might include managing the dumping of the on-board recorder and performing maneuvers.  Real-time commanding is also typically used during the early part of the mission when the spacecraft and instruments are being activated and checked out.  In certain emergency situations, such as when the spacecraft’s state of health is in danger and there is no time to generate a stored command load, the Flight Controller may need to utilize real-time commanding.

There are two different methods used as a communication link between the spacecraft and the Mission Control Center:  ground stations and the Tracking & Data Relay Satellites (TDRS).  Ground stations are communication stations that are located all over the world and serve as the first communication point for the transmission of telemetry data from satellites to the ground system.  The TDRS satellites are a constellation of six satellites which form the space-based portion of NASA's Space Network that support communication with other satellites from space.  The TDRS satellites relay data between the satellites and a TDRS ground terminal in White Sands, New Mexico, which in turn relays the data to and from the Mission Control Centers.  Requests for the use of any of the TDRS satellites are scheduled through the Network Control Center (NCC). 

3.2 Mission Planning

Mission planning involves all of the activities required to plan for the contacts with the spacecraft.   Specifically, this involves the coordination between different organizations to schedule the use of either TDRS or a ground station during times when a particular satellite is in view.  Typically, Mission Control Centers use a flight dynamics system to generate orbit data that is factored into the communication schedule.  This provides them with the in-view data that is required for scheduling of the contacts.

Additionally, mission planning involves building the commands that are sent to the spacecraft to control and instruct it.  For large missions, there is a separate mission planning team that is responsible for coordinating the schedule for contacts with the spacecraft and building the command loads.  For smaller missions, these functions are typically performed by the Flight Controllers. 

3.3
Trend Analysis

Trend analysis is the analysis of spacecraft engineering telemetry data for the purpose of predicting potential anomalies that may occur in spacecraft components.  Analysis of this data must be performed regularly to ensure that the science instruments are operating properly so that they can make accurate observations.  Additionally, this analysis may prevent unsafe conditions which could cause the loss of an instrument or other component.  The telemetry data typically gets automatically transferred from the ground system to an analysis system within the Mission Control Center that archives and stores it.  Various types of statistical reports may be run by retrieving and plotting this data. 

Section 4.  SMEX Mission Control Center

The Small Explorers (SMEX) Mission Control Center was the most automated Control Center of the three that were analyzed.  It is considered a multi-mission facility; each mission operates independently, yet consistently.  The missions that are supported are: Wide-Field Infrared Explorer (WIRE), Transition Region and Coronal Explorer (TRACE), Submillimeter Wave Astronomy Satellite (SWAS), and Solar Anomalous and Magnetospheric Particle Explorer (SAMPEX). 

Their nominal staffed operations are for 8 hours a day, 5 days a week.  They are not required to support a 24-hour a day, 7-day work week due to the level of automation that they have achieved in support of these missions. They have successfully automated most of the conduct of their spacecraft contacts, which includes configuring the spacecraft and ground system for the contact, dumping the solid state recorder, and  monitoring the real-time health and safety data.  However, they do still manually transmit their command loads. 

Section 4.1
Staffing Profile for FOT

The SMEX Flight Operations Team (FOT) is consistently organized for each of the four missions supported within this Control Center.  They are supported by approximately ten team members, with each mission being supported by three people:  a Command Controller, a Spacecraft Analyst, and an Operating Engineer (typically supports more than one mission).  The Command Controllers are primarily responsible for sending the commands to communicate with the spacecraft, monitoring the direct results of the commands, and ensuring that the commands are sent correctly. The Spacecraft Analyst is responsible for ensuring that the telemetry readings are correct during a pass and that the instruments are operating properly and temperature readings are acceptable.  The Operating Engineers provide overall leadership typically for more than one mission and provide guidance for issues that arise, such as determining how to handle anomalies.  The Command Controller and the Spacecraft Analyst work together during a pass to send the commands and ensure telemetry readings are at acceptable levels.  The Ground System Controller is responsible for maintaining, configuring and troubleshooting problems with the ground system.  In light of the critical importance of the duties that are performed by the SMEX team members, they also spend a significant amount of their time studying for certifications that they must pass in order to maintain their skills for the performance of their duties. 

Section 4.2
Command and Control
The ground system that all four of the SMEX missions use to support their mission operations is the Integrated Test and Operations System (ITOS).   ITOS is a UNIX based real time control and monitoring system developed by a small in-house team that consists of civil servants and contractors from Honeywell Technical Services, Inc., the Hammers Company, SGT, and August Automation.  The primary communication links between the spacecraft and ITOS are the Wallops Island and Poker Flat ground stations.  These missions also rely on the Spacecraft Emergency Response System (SERS) to page the appropriate engineer if the ITOS system detects a potential problem in the spacecraft data that is automatically downloaded during off-duty hours.  The ITOS interfaces with the SERS to execute this process.  They also use the Spacecraft Emergency Response System (SERS) to document anomalies that occur during contact with the spacecraft, as well as the amount of files to be uploaded during a pass.   SERS is also used to document a summary of the pass. 

A significant amount of the communication with the supported spacecraft is already automated and is performed without human intervention during off-duty hours, although this varies from mission to mission.  The process for communicating with the spacecraft begins with the command uploads that are sent to the spacecraft for the day, or in the case of WIRE the commands are sent for part of the week.  These procedures include instructions for the spacecraft to perform the off-duty downlinks automatically at prescribed times.   The uplinking of command loads are still supported by the Operations teams for each mission.  During an uplink of a command load, the Command Controller sends the commands and ensures that all of the commands are sent properly.  The Spacecraft Analyst monitors all of the telemetry data during the pass and verifies that the commands being sent by the Command Controller are accurate and that all of the data was received. 

One of the barriers to automating the manned command uploads is that frequently the team must investigate problems with lost data that occur during the contact with the spacecraft. The majority of the data loss problems occur at the ground station rather than with the ITOS system.   If a problem occurs during a command upload, this could cause downtime for the spacecraft because of the requirement of their barker timers to be reset daily.  If they are not reset within 24 hours, the spacecraft will perform a cold restart.  If this process is automated and a problem of this nature occurs, several days of recovery is required in order to return to normal science operations after a cold restart.  The missions that support the most opportunities for communicating with the spacecraft are the easiest to automate since there are more opportunities to recover any lost data if problems occur during the contact.  Although, it is definitely possible to fully automate a mission using the ITOS and this was demonstrated by the automation of the Fast Auroral Snapshot Explorer (FAST) mission, which was formerly operated by the SMEX Operations Team.  The support for this mission was moved to the University of California.   The FAST mission went a step further than the other SMEX missions in automating their commanding and took full advantage of the capabilities of the ITOS.  The operations crew performed only “watch dog” commanding, which meant that they were present to resolve any anomalies that occurred, but uplinks and downlinks were performed automatically. 

Although stored commanding is used most frequently for the SMEX missions, there are also times when real time commanding is required in emergency situations.   The Command Controller must at times directly command the spacecraft to either retrieve missing data that was not properly downloaded during an incomplete downlink or to adjust the attitude of the spacecraft. 

Section 4.3
Mission Planning

The SMEX mission planning function is performed manually by the Flight Controllers as they do not have a mission planning staff.  The system that they use to build their command loads is the Command Management System (CMS).  The Flight Controllers create the command procedures that control the spacecraft subsystems and the mission planners at the Space Telescope Science Institute (STScI) create the procedures which control their instruments.  The Flight Controllers then prepare their own command loads using the CMS to build them.  Although the CMS simplifies the building of the command loads, it appeared that many of the tasks were performed manually, such as the retrieval of the new procedures and the transfer of the old procedures to an archive directory within the system.  The scheduling of the contacts with each spacecraft is performed by the Wallops Planning System network and a weekly schedule is sent to the SMEX facility.  The Command Controllers and Spacecraft Analysts must review this schedule for accuracy. 

Section 4.4
Trend Analysis

The trend analysis system that SMEX uses is the Data Trending and Analysis System (DTAS).  The ITOS system provides DTAS with the telemetry data that it gathered and processed during contacts with the spacecraft.  The data is used to make predictions by looking at overall trends.  The team notes degradation in equipment and predicts failures with these reports.  DTAS has successfully automated some of the reporting that is performed by these missions, such as automatically performing their daily trending plots.

Section 4.5
Summary

In general, the SMEX missions are much more automated than the other missions that were studied.  This can be attributed primarily to their ground system, ITOS, which provides them with the capability of automating their commanding and the relative simplicity of operating the missions.  ITOS was used to its fullest capacity for the Fast Auroral Snapshot Explorer (FAST) mission that has now been moved to Berkley, CA.  This mission was fully autonomous, except for their mission planning, for a month before it was moved.  The engineers supporting this mission attribute its success to the stability of the spacecraft and the number of opportunities for making contact with it.  Therefore, the greatest barrier for further automation of the commanding for the other SMEX missions is that there are problems at times with lost data that tends to occur at the ground stations.

Section 5.  HST Mission Control Center

The Hubble Space Telescope (HST) Mission Control Center was analyzed during this study to gain a perspective on the level of automation in a very large mission.  It was operated by a very experienced and dedicated Flight Operations Team.  Due to the size and public exposure of this mission, it is heavily manned and all of their uplinks of command loads to the spacecraft are manually performed by the Flight Operations Team.  The Hubble mission planning function is fairly well automated, although this is operated by the STScI, therefore a thorough evaluation of their planning system was outside of the scope of this study.  Finally, the trend analysis function is still a manual process in that they do not have a dedicated trending system.  In order to run reports to perform any type of analysis, the telemetry data is manually extracted from their ground system and imported into an external application such as Excel or Word. 

Section 5.1
Staffing Profile for FOT

The HST Flight Operations Team is staffed to support 24 hour a day nominal operations, which requires the team to work various shifts around the clock.  On each shift, there are four FOT team members on duty, which includes a Shift Supervisor and three Flight Controllers.  The Shift Supervisor is responsible for overall leadership of the group and sends the commands that upload data to the spacecraft.  The three Flight Controllers each perform different functions, according to their particular expertise.  Specifically, the Pointing Control System (PCS) Flight Controller is responsible for monitoring the science instruments and reports on this status.  The Data Management System Instrumentation and Communications (DMSI&C) Flight Controller is responsible for monitoring antenna, transmission, and all communications data.  The Sensor Analysis and Calibration (SAC) Flight Controller is responsible for handling sensor and calibration monitoring.  Additionally, there are Systems Engineers that perform discipline specific support, e.g.,  pointing control, electronic propulsion, data management, and communication (transmitters, receivers).  

Section 5.2
Command and Control
The HST support team uses the Control Center System (CCS) as their ground system, a command and control system that was developed by Lockheed Martin.   Hubble typically uses one of the TDRSS satellites and its ground station at White Sands, New Mexico, as its primary communication link to CCS.  Due to the culture and high visibility of this mission, their commanding is for the most part a manual process.  Commanding is typically performed by executing stored procedures, although on rare occasions observers may request real time commanding for specific target acquisitions.   

There are two on-board computers that operate Hubble.  The computer that is responsible for monitoring the health of Hubble’s many systems, as well as holding the telescope steady during an observation, is the DF-224 computer which has a 486 processor.   The other computer on-board Hubble is the NASA Standard Spacecraft Computer  (NSSC1), which controls the science instruments.   Commands are uplinked by a Flight Controller to the DF-224 computer every twenty-four hours for controlling Hubble’s data management system.  These uplinks include procedures that execute at predefined times to downlink engineering or science data automatically.  The Flight Controllers also uplink command procedures to the NSSC1 computer every eight hours for controlling the science instruments for the observations that are performed.  The role of the Shift Supervisor is to actually execute the commands to send the command load, while the other Flight Controller’s give verbal approval that the telemetry data they are responsible for monitoring appears to be within acceptable limits for the load to be sent.  Although this process is for the most part performed manually, some automatic commanding is performed with regard to the execution of the stored procedures that are uplinked to Hubble’s 486 computer that automatically control the spacecraft for the 24-hour timeperiod that the current command load supports.

Hubble also has two dedicated solid state recorders for storing data to be downlinked.  One is dedicated to the storage of science data and the other is dedicated to the storage of engineering data.   This data is downlinked automatically by the execution of stored procedures that turn the transmitter on for the download of data.  Downlinks occur in accordance with the communication schedule prepared by the STScI at assigned intervals throughout the day.  The science data is sent directly to a Data Processing Facility and is then transferred to the STScI.  The FOT will ensure that all of the science data was received, but they do not review the data.  The engineering data is transmitted directly to the CCS and is processed and stored for monitoring and analysis by the FOT.  The engineering data is monitored by the FOT 24 hours a day to ensure that the engineering capabilities of Hubble are performing at acceptable levels.  The CCS will automatically alert the Flight Controllers if a data point has reached a predefined limit that indicates a problem.  The Flight Controller will then contact the appropriate engineer for analysis of the data if it is determined that the problem is of a serious nature.  

The CCS does provide the capability to further automate Hubble’s commanding, however this has not been a priority for the FOT at this time since much of their focus has understandably been on the support of the manned servicing missions which occur every three years.  However, there are plans to automate more of their commanding in the future after the last servicing mission.

Section 5.3
Mission Planning

Due to the fact that Hubble’s mission planning is now performed at the STScI, this function could not be fully studied in depth.  However, in general, the mission planning process begins with the preparation of the communication schedule and the command loads by the STScI using their Planning and Scheduling System.  The load generation process is fairly well automated with the use of this system.  The schedule and command loads are prepared for a seven day time period and sent to the FOT for review.  They prepare this schedule based on a template that the FOT has provided them which indicates the amount of science and engineering solid state recorder downlinks that they require, as well as the number of opportunities that are required for command load uplinks.   The STScI then transfers the schedule and command load to the FOT for review.  The Flight Controllers and System Engineers review these products for accuracy and run a load verification check on the command load using an application that was developed in-house by the Hubble engineers.   This in-house application will eventually be incorporated into the STScI Planning and Scheduling System, which will prevent the engineers from having to perform this load check.   Although this function could not be fully analyzed, it appeared that the Hubble mission planning function has been somewhat automated through the use of their Planning and Scheduling System and various in-house developed programs.

Section 5.4
Trend Analysis

The Hubble trend analysis function is a very manual process.  The engineering data that is downlinked from Hubble’s solid state recorder is used to analyze and predict future anomalies, as well as determine the cause for current anomalies.  All of the engineering data that has been downloaded from Hubble since it was first launched is archived for analysis.  The Hubble System Engineers perform this analysis daily by extrapolating telemetry data from the electronic data warehouse in CCS to run reports.  They import the data into either Microsoft Word or Excel and manipulate it according to the type of report that they need to run.  The customers that are presented with trended data from Hubble are the Code 440 managers and they in turn present this data to NASA Headquarters.   The trend analysis function is definitely a candidate for further automation as it requires the engineers to perform most of this work manually.  A separate application could be built to extract data from CCS and run automatic reports based on the analysis that is performed on a daily basis by the engineers.  

Section 5.5
Summary

The lack of automation in Hubble’s flight operations does not appear to be for technical reasons.  Rather, it is more of a perceived political impact that prevents further automation.  To a certain extent, their continued manual processes can be attributed to the high visibility of this mission, the impact to the science community if observation time is lost, the spacecraft changes that occur with each servicing mission, and the risk of damaging publicity if anomalies occur or data is lost during an automated pass.  There are plans for upgrading their ground system sometime in the future to increase their levels of automation, particularly once servicing missions are no longer planned.
Section 6.  Terra Mission Control Center

The Terra Mission Control Center is part of NASA's Earth Sciences Enterprise (ESE) and is one of the Earth Observatory missions.  It is also a very large mission and is comparable in size and complexity to Hubble.  It has some of the same constraints with regard to automation as Hubble does due to its visibility and size.   Although, the Terra Flight Operations Team is considering the implementation of further automation into their operations, currently all of their communication with the spacecraft is still performed manually. The FOT also manually monitors Terra’s engineering data continuously throughout the day.    However, their Mission Management System (MMS) does automate much of their mission planning tasks, such as command sequence generation for routine stored commands.  While they use scripts to automate a great deal of their mission planning tasks, there are still manual processes that are also in place.   Trend analysis is somewhat automated in the sense that they use a dedicated Analysis System that converts the raw telemetry data into various reports and some of their daily reports are automatically generated.  However, the analysis of the data and any adhoc reporting is performed manually.

Section 6.1
Staffing Profile for FOT

The Terra Flight Operations Team is staffed to support 24 hour a day, 7 days a week nominal operations, which requires the team to work various shifts around the clock.  The Flight Operations Team consists of four team members on duty, which are the Operations Controller, the Command Activity Controller, a Spacecraft Engineer and an Instrument Engineer.  The Operations Controller serves as the Lead Operator in the group and oversees the general conduct of the contact with the spacecraft and resolves any conflicts that arise.  The Command Activity Controller is responsible for executing the commands to communicate with the spacecraft and for overall ground system configuration. The Operations Controller and Command Activity Controller work as a team during the commanding of the spacecraft.  The Spacecraft Engineer is responsible for monitoring the general health of each subsystem during contacts with the spacecraft and for managing and building the command procedures that are sent to the spacecraft for such things as maneuvering it.  The Instrument Engineer monitors the health and safety of the instruments and manages/builds command procedures for such things as reconfiguring an instrument.  

Section 6.2
Command and Control

The ground system that the Terra Flight Operations Team uses to support their real time commanding and monitoring is the Eclipse system that was developed by Raytheon. The primary communication links between the spacecraft and Eclipse are the TDRS satellites.  

The majority of the control of this spacecraft is performed with stored procedures.

Although at times, real-time commanding is performed, which typically consists of commands that are required to configure a contact with the spacecraft.  Additionally, in some cases, solid state recorder management is performed in real-time mode, as well as for instances that arise that require immediate attention, such as maneuvering the spacecraft. 

All of the commanding that is performed either for downlinking housekeeping and science data or for uplinking command loads is performed manually by the Flight Operations Team and during these contacts Flight Controllers make real-time decisions about how to handle the support.  Additionally, the FOT manually monitors Terra’s engineering data continuously throughout the day.  The downlinking of housekeeping and science data from Terra’s solid state recorder is performed 25 to 30 times per day via the execution of commands by the Command Activity Controller.   The uplinking of command loads is performed manually by the FOT one time each day.  Specifically, there are two different types of command loads that are sent to Terra’s on-board system.  One is for the on-board navigation system, which keeps the navigation system up to date.  The other command load contains the daily command script for running the procedures to maintain spacecraft operability for the next 24 hours. 

Section 6.3
Mission Planning

The Terra mission planning function is supported by a team of people that are responsible for scheduling all of the spacecraft activities.  The planning products that are generated by this office are the Detailed Activity Schedule, which is a daily schedule that outlines all on-board activities for the next day; the NCC schedule request for TDRS supports, the ground station schedule request; the command loads prepared for uplinking to Terra; and several different types of reports for engineer and FOT review. 

They perform these tasks using the Mission Management System (MMS), which includes UNIX scripts that the planning staff execute to develop and schedule their planning products.  MMS does provide the planning staff with a certain level of automation that simplifies the preparation of these products and it will generate routine stored command sequences automatically.  However, there are still many tasks that require some labor intensive work by the planning staff that could be further automated.   As an example, the planning team must execute the scripts that automate their processes by entering in several UNIX commands in multiple UNIX terminal sessions.  At times they must create new directories on various different servers, which can become quite confusing.

The Mission Planners also prepare several different types of planning reports, such as a TDRS contact report, a command list report, and a daily activity schedule, etc.   Some of these reports are automatically generated and others are manual.  All in all, further automation of the mission planning process would simplify these procedures for the planning staff.

Section 6.4
Trend Analysis

The trend analysis system that is used by the Terra engineers is supported by the EPOCH 2000 system, which performs the telemetry processing, and the Archive Browser and Extractor (ABE) system.  ABE is used to retrieve and analyze the Terra engineering data and to generate trending reports.  The EOS Data and Operations System (EDOS) delivers telemetry files to the Mission Control Center that it has constructed from previously dumped solid state recorder data.  Upon detecting that the telemetry files have arrived, the EPOCH System automatically converts these files to the decommutated mnemonic file format, which allows them to be read by ABE.  The ABE system automatically generates batch reports on a daily basis for the engineers to review.  In most cases, the engineers use the ABE system themselves and generate their own reports. Some of this daily routine reporting performed by the engineers could be further automated.  Furthermore, all of the analysis and predictions made by the engineers is performed manually.   If the analysis of this data were automated, more of the data could be analyzed and the process of predicting potential anomalies would become much more efficient. 

Section 6.5
Summary

On the whole, more automation within the Terra FOT would definitely simplify their current operations and make it less labor intensive.  Originally, they had planned to implement a system called the Flight Operations Segment (FOS), which would have automated more of their commanding, however this system was very unreliable and had to be replaced with the current Eclipse system one year prior to the launch of Terra.  Additional automation is currently being explored that may improve the level of automation in Terra’s flight operations.  One of the barriers to automating more of their commanding processes is that the Eclipse system must interface with other systems to perform various functions, such as interacting with the NCC to send TDRSS support changes.  Eclipse does not currently provide this functionality and it must be performed by the EPOCH 2000 System.  Possibly if some of their systems could be integrated, more of their operations would be more easily automated. 

Section 7.  Conclusion

Overall, the larger missions (Terra and Hubble) were much less automated than the smaller missions (SMEX). This is not only due to technical barriers, such as the limitations of their ground systems, but it is also due to the higher complexity and visibility and the unique culture of the larger missions.  

The capabilities of the ground system that is utilized by the mission is a major factor that determines the level of automation.  For example, the ITOS system used by the SMEX missions provides the capability of fully automating their commanding.  On the other hand, the Eclipse system does not provide the ability to fully automate the commanding of Terra.  The CCS system does provide the ability to further automate Hubble’s commanding, although this has not been a priority at this time and has not been implemented as yet. 

Additionally, cultural and political barriers determine the level of automation as well.  For example, in all of the missions that were studied, it was difficult for the engineers that support flight operations to fully trust an automated system to perform the critical function of communication with the spacecraft.  There are legitimate concerns for the loss of data during an automated transmission that may not be recoverable if an engineer is not alerted to the problem in time.  In the case of the larger missions, missing data would be very politically damaging and could impact funding for the project.  However, for the smaller missions, these issues are not as much of a concern.

There are three potential candidates for further automation within flight operations.  First, the mission planning systems for each of the missions studied all provided some level of automation for building schedules and command loads, but they all still tended to require a great deal of manual transferring of files, preparation of reports, etc.  Second, the trend analysis functions for each mission are still manual to semi-automated in nature.  While Hubble does not even have a dedicated trend analysis system, the SMEX and Terra folks have dedicated systems but there is still a fair amount of manual reporting that is performed.  The analysis and predictions of the data that are trended is performed manually for all of the three missions.   Lastly, commanding could also be further automated, especially for those missions that still perform manual commanding for the downlinking of data.   The uplinking of command loads could be automated as well if the mission lends itself to this level of automation.
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Appendix C.  Mission Operations Questionnaire

The following questionnaire was developed for the interviews with the Flight Operations Teams and was presented to them for review prior to the interview.

Staffing Profile

1. What is your staffing profile and approach?  

a.  Do you have shift supervisors or senior engineers that serve in a leadership role?

b. During contact with the spacecraft, do you have engineering support for monitoring and commanding? 

c. Who performs ground system troubleshooting?  

d. Does commanding require more than one Flight Controller? 

Command and Control

1.    Can you describe your operations concept (a day in the life of a Flight Controller).

2. Can you describe or display your ground system architecture? 

3. What is the frequency and approach to monitoring telemetry data?

4. How many uplinks do you perform per day?

5. How many downlinks do you perform per day?

6. Which of your daily functions and actions are performed manually and which are automated?

7. Which manual tasks would you consider to be good candidates for automation?

8. What are the technical barriers to automating more of the tasks that you perform?

9. What tasks do you perform to prepare for communications with the spacecraft and how much of this is automated? 

10. What is your process for handling and resolving anomalies?  

11. How do you handle troubleshooting ground system problems?

12. What are the different tools that you use to perform your job?

Mission Planning

1. What is the general operations concept as it relates to mission planning relative to on- board operations and ground system planning?

2. What tools do you use to perform mission planning tasks? 

3.   Which tasks are automated and which are manual?  

4. How are tasks performed and what is the timeframe they are performed in?

5. How do you handle deviations from the planned schedule?

6. Can we walk through the process for generating command loads?

7. What planning tasks are performed to prepare for building command loads?

8.   What is your approach to tracking spacecraft orbit data and how is it used in the planning process?

9.   How are the command loads transferred to the real time system?

10.  What is the timeframe for generating command loads?

11.  How do you handle the replanning of completely or partially unsuccessful dumps?  What planning measures are performed to redo a downlink?

Trend Analysis

1. What is the operations concept as it relates to trend analysis?

2.  What tools do you use to perform trend analysis?  

3. How is the telemetry data input into the system?

4. What is the volume and frequency of data that is trended?

5. What is the telemetry data used for? 

6. What types of telemetry reports are run (trending plots, statistical reports, anomaly reports)?  

7. Please describe the different approaches for performing short and long term trending.

a. Are you processing every parameter sample or every nth sample?

b. Are you processing trending statistics such as min, max, and mean?

8. Who are your customers for trending products?

9. How are trending products presented to your customers?

10. How dynamic or routine is your trending process?  (Routine would be a predefined routine set of trending/analysis jobs that run with a predefined set of time boundaries and parameters)

11. How much dynamic trending is typically performed where the system or FOT would be responding to some kind of non-routine situation (calibration, an anomaly)?

12. Is your trending process customer driven?  How involved are they in this process?
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