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Summary of Progress

This quarter we have made intermittent  progress, somewhat less than we had hoped for last quarter.  Below, is a summary of what has transpired this quarter.

Bazell presented a status report at the Pittsburgh AISR meeting in October.  There he discussed a number of promising results that had been demonstrated over the previous few months.  In particular, as was discussed in last quarter’s report, we had found a favorable comparison between the semisupervised discovery code classification and standard supervised learning techniques.  
We have continued to pursue this comparison, in particular looking at the results from a backpropagation neural network.  Bazell compiled a number of comparison runs using data from the SDSS and older ESOLV data.  First, Bazell ran comparisons using the NevProp software.  But for large data sets, such as SDSS, with several tens of thousands of data points, the software didn’t work well.  It gave segmentation violations or just got caught in a loop and output unrealistic results.  Bazell then used the neural network from WEKA, a machine learning package.  This worked fine.  However, following discussions with Miller it was decided that the WEKA code was not adequate.  Specifically, we need code that will produced “soft” output.  Typically, neural networks produce “hard” outputs:  if there are five output classes, the network will report that a given example was classified into class three, for example.   The network gives no information on the relative activations of the different output nodes.  This soft output, i.e., the relative activations, can be used to assign a probability of class membership to each example for each output class.  This is what we really need.  
We looked for appropriate neural network software, but could not find any that met out needs.  Miller believes that he has some software we can use or that he can modify some code to produce the output we need.  However, he has been very busy teaching and working on other projects and could not free up much time over the past couple of months.  

Bazell then went back to work on the semisupervised clustering techniques that he had been coding some time ago.  This work is progressing, but a bit slowly due to some technical coding issues.  However, Bazell hopes to get around these problems soon and get this portion of the work back on track.
Problems and Issues

Miller had little time this quarter due to teaching obligations.  His teaching term is over next week and he should have time after that.
Bazell has been having some technical problems in coding some clustering algorithms but he believes these are now under control.

Plans for Next Quarter

Basically the same as last quarter.

Continue investigating the classification of SDSS data using the Miller semi-supervised learning approach and the class discovery approach using ESOLV and SDSS data, with different classes as the “unknown”
Compare class discovery to other unsupervised methods.

Start work on colliding galaxy data.
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