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1.  
Abstract

One of the extended impacts of 9/11 for NASA was a new awareness of the need for an effective IT-based emergency alert system. Early discussions of the need for such a system originated among NASA personnel in 2002. These discussions led to the development of an operational prototype emergency alert system known as the Global Alert Resolution Network (GARNET). The GARNET system provides rapid emergency notification via multiple notification mediums such as computer desktops, email, alphanumeric pagers, and phones. The system allows for adjustable targeting of the intended group: only the affected audience receives alert notifications. This system was developed and deployed to a group of over 100 pilot users in November of 2003. The "seed" funding of approximately $200k originated from several sources within Goddard Space Flight Center (GSFC) including Code 200 and Code 588. The pilot system went through several phases including internal requirements definition, detailed design, coding, initial testing, production server setup, and Desktop Alerter installation. A key driver that influenced the system design was the need for a secure, reliable, and scalable system that could easily integrate with existing and future devices and allow for targeted notification. The "as built" system is modern, network-based, and implemented in Java and XML. It utilizes web services and is fully secure. In order to allow for system evolution and compliance with government standards such as NPG 2810 and Section 508, the software was developed from scratch and the code is clean and well documented. This provides an excellent foundation for a truly operational system tailored to NASA’s needs. This proposal calls for the additional funding to extend the system to a fully operational status, and to fully deploy the system at the major NASA facilities in the Washington D.C. area (NASA HQ, GSFC, and Wallops Flight Facility). The system development and deployment will take 2 years from the start of work to completion; funding requested also includes the first year of maintenance and operations. The ultimate benefit is that the system will revolutionize the communication of emergency information to affected NASA personnel in a highly efficient manner. 

2.  Introduction

National security concerns, specific events of intrusion, and severe weather events that have occurred have prompted us to look for an agency-wide alert system for the delivery of time-critical information to all NASA personnel.  NASA centers do not have an effective and reliable method for rapidly delivering critical information to the workforce.  In cases of emergency, typical communication mechanisms are e-mail and phone trees, both of which are unreliable.  During post-9/11 analyses, this was identified as an area of significant concern.  
According to the Federal Emergency Management Agency (FEMA), “an emergency is any un-planned event that can cause death or significant injuries to employees, customers or the public; or that can shut down your business, disrupt operations, cause physical or environmental damage, or threaten the facility’s financial standing or public image.” The goal of this proposal is to present a system that is ultimately capable of notifying all affected parties during a time of emergency. Typical emergency alerts handled by the proposed alert notification system include:

· Fire and/or building evacuation


· Computer virus attack

· Relevant National Weather Service information

· Facility closing

· Relevant road closing/construction

· National emergency such as a terrorist attack

GARNET is an IT-based alert system under the final stages of development at NASA GSFC, which can reliably provide rapid alerts to all NASA employees or affected people in an emergency.   GARNET is unique in its reliability and speed of dissemination. 
3.  Goals and Objectives
As an IT-based alerting system, GARNET can provide an expedient way of reaching a large percentage of the NASA workforce during an emergency through various notification mediums. The benefits of an IT-based alerting system include:

· Multiple ways to create an alert; there is no dependency on a single alert mechanism such as a fire alarm, TV, or a speaker-based public announcement system.

· Multiple mediums to distribute an alert. The system will be able to contact more people, including the disabled, in a quicker period of time by using multiple alert mediums. 

· Targeted alerts based on criteria such as building, geography, alert type, and alert severity.

· Fine-grained notification control to notify only those people affected by the alert. Determination of affected people is based on matching the alert criteria with subscriber profiles.

· Notification includes details regarding the nature of the alert, and recommended actions/instructions.
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Figure 1.  GARNET Vision

Figure 1 illustrates a high-level vision of the proposed Global Alert Resolution Network (GARNET) system. The vision includes the idea of having multiple mechanisms available to create and activate alert notifications. Some sample creation mechanisms include computers with network access, phones, and even wireless devices such as a Personal Digital Assistant (e.g., Palm). 

Once an authorized person creates an alert, the GARNET system is responsible for determining whom to notify and how to contact the affected people. There are numerous notification medium options in the figure above, including computer desktops, E-mail messages, pagers, phones, etc. 

The GARNET infrastructure will be capable of utilizing the strengths of existing alert systems, augmented by desktop computer alerts. For example, if all people in a building need to be notified of critical information, then each person in the building could receive a computer desktop alert, alphanumeric page, and E-mail. By using multiple alerting mechanisms, we should be able to contact people, including the hearing- and sight-impaired, at their computers, as well as within meeting rooms, bathrooms, and halls. 

The GARNET infrastructure provides the capability to meet our goal, which is to notify all affected people of critical information as quickly as possible, with a coherent message. 

4.  Background
4.1  Define the Ideal Alert System

In order to understand the capabilities the GARNET system offers, we first need to investigate the ideal alert system. The following is a list of high-level capabilities that the ideal alert system should provide:

· Specific groups of people are notified immediately and simultaneously.  

· The notification contains a description, severity level, optional instructions, and information on how to obtain further details. 

· Past notifications can be viewed at any time. 

· Only people affected by the alert receive the notification. 

· The system is fully accessible. Specifically, the system is usable by everybody, including those with disabilities such as hearing and sight impairments. Furthermore, the system would be usable regardless of location and time-of-day.

· The system requires very little maintenance.

· The cost of the system is reasonable and affordable.

4.2  Existing Alert Systems

Historic notification systems, such as fire alarms, public announcements, and sirens, each contain strengths and weaknesses when compared to the ideal alert notification system. For example, sirens and bells do not provide a clear description of the alert. Television and radio have several weaknesses, including a dependency on the media. They may not be turned on or tuned in to the correct channel, and they may interrupt people who are unaffected by the alert.  Figure 2 provides a comparison of many classic alert systems that are currently used to disperse critical information to large groups of people quickly. Through examining existing alert systems, the power of GARNET becomes clear. GARNET will be capable of making use of existing systems, and can expand and change over time by providing an infrastructure capable of integrating with devices and applications yet to be imagined.

	Notification Medium
	Strengths
	Weaknesses

	Television
	· Instant communication to all affected people who are watching.

· Gives detailed information, and can keep people up to date.

· Generally, universally available (most people have a TV).
	· Limited usefulness during many times of day – and especially in the late evening/early morning if TV is turned off.

· Limited usefulness outside of the house.

· Will intrude upon people not affected by the emergency. 

· Not available during power outages.

· Coordination among cable, satellite, local stations, and other media is required.

	Radio
	· Instant notification to all affected people if tuned in.

· Gives detailed information and can keep people up to date.

· Generally, universally available.

· Can work during power outage with battery-operated radios and can reach people inside their cars and outside of their homes.
	· Limited usefulness during most times of day – and especially in the late evening/early morning if the radio is turned off.

· Will intrude upon people not affected by the emergency. 

· Must be tuned in to receive warning.

· Those who are hearing- impaired will not receive the alert.

	Sirens
	· Instant notification if target is outdoors and within range.

· If the population is educated to different signals, it can also direct those alerted as to what actions to take. 

· Will reach most people affected outdoors.
	· Difficult to hear inside buildings.

· Hearing-impaired will not recognize the alert.

· If the population is not educated to the meaning of the sirens, they have little effectiveness.

· Only targeted based on location. 

· Unable to provide details describing the emergency.

· Disturbs those not affected.

	Fire Alarms
	· Instant notification if target is indoors and within range.

· Works well if the alert is for people to evacuate.
	· Need strobe light for those who are hearing-impaired to recognize the alert.

· Not generic for different types of alerts; alarms only signal evacuation.

· Unable to provide details about the emergency.

· Only targeted based on location. Unaffected people will receive the alert.

	Public Announcement Systems - Loudspeakers
	· Relatively quick message delivery.

· Can reach people indoors if loud enough.

· Can be targeted to a subset of people based on location only.

· Limited area can be reached quickly.
	· Only a limited amount of information can be communicated.

· Cannot reach people who are hearing-impaired.

· Message can be hard to hear indoors.

· Disturbs those not affected, when announced to all in a particular location. 


	Notification Medium
	Strengths
	Weaknesses

	Phone
	· Allows for strategic notification.

· Universally available (most people have a phone).

· Effective 24 hours a day.

· Relatively low cost.

· Alert details can be communicated.
	· If a large number of people need to be notified, dependent on number of phone ports.

· Person may not answer the phone.

· Cell phone may not be receptive.

· Not available during telephone outages.

· Phone trees are typically used which are sequential, take time to execute, and can be hampered by missing links.



	Text Messaging Pagers
	· Allows for strategic notification.

· Accessible to all if they are carrying an active pager and pager is in a receptive location. 

· Can supply limited information regarding the emergency.
	· High cost for pagers.

· Person must have pager in possession and turned on.

· Person may be situated in a non-receptive location.

· Not normally usable by the sight-impaired.

	World Wide Web
	· Can supply text message with substantial detail regarding the emergency.


	· Page must be section 508 compliant for those who are sight-impaired to receive the alert.

· Recipient must manually go to a page to receive the alert.

· Not very fast alert dispatch.

· Network dependent.

	E-mail
	· E-mail can be sent out quickly.

· E-mail can contain a text message.
	· Network dependent.

· Recipient has to be checking E-mail at the time the notification message is sent.

· Not ideal for the sight-impaired.


Figure 2.  Alert System Comparison Table

5.  TRL
Technology Readiness Level:  7-9

Technology Complexity:  Minimal for all currently proposed technology

All required technologies have been at least demonstrated, most in other operational systems or in the GARNET prototype.  

6.  Current Status

GARNET has been extremely successful in deploying a functional pilot system that is scalable, reliable, and secure to over 100 users geographically spread across the GSFC center including the Greenbelt Campus, Wallops Campus, and Aerospace building. The system is NPG 2810 compliant and has passed rigorous Code 295 system security tests and audits. The GARNET web site is fully 508 compliant. Currently, the system is up and running within the Code 295 production server farm. The following sections review the history of the project and discuss where the project is at present. 

7.  Concept
Post 9/11 GSFC a broad idea was developed a for an instant messaging like system to notify all personnel on campus with critical information in the time of an emergency. 
At the same time, GSFC was tasked to find a mechanism to quickly notify affected personnel with critical information. The following NASA and OSHA policy documents address the need for a comprehensive Safety Alert System.

· NPD 8710.2 NASA Safety and Health Program Policy

· NPG 8715.3 NASA Safety Manual

· TED 8.1a OSHA VPP Guidelines

· NASA NPG 8715.2 NASA Emergency Preparedness Plan Procedures and Guidelines

GSFC planned to build an IT based alert notification system named GARNET and identified a portion of the required funding. At this time, the two teams determined it would be best to use the money to build out the core system and to deploy it to a group of pilot users. The next several sections detail the GARNET Pilot system that evolved over a yearlong period of time.

8.   Pilot Requirements

During December 2003 and January 2004 a small group of people developed an Operational Concept Document and core system requirements document that outlined the major functionality of GARNET.  The OCD addresses use cases for how the system would be used. From the OCD a requirements document was formulated that addressed functional requirements such as creating alerts, managing users, notifying user of alerts, etc. Additionally, the requirements addressed technical issues such as scalability, performance, reliability, and security. The requirements document was the basis for what was to be built during the GARNET pilot in the coming months.

8.1  Pilot System Detailed Design

Once the GARNET Pilot requirements were defined and agreed upon, the technical staff began a very detailed design of the core GARNET system. The detailed design was completed over a three-month period and ended in a very successful design review that received much praise from outside reviewers for the impressive organization and thoroughness of documentation. The reviewers also felt the team did a great job at using cutting edge technology in all the right places within th system.  

The detailed design included system architecture to support scalability, reliability, and security. The system architecture needed to be able to scale to a very large number of users and the system needed to ensure that it was always up and running without interruptions since it is viewed as a life-sustaining system. Lastly, the architecture needed to address IT security issues to ensure that the system could not be hacked into. In addition to the system architecture documentation, detailed models including class diagrams and sequence diagrams where constructed to explicitly define exactly how the system would fulfill every requirement.  During this phase the graphical user interface and web pages were also designed and finalized. 

8.2  Pilot Implementation and Testing

Once the design was approved, the team began implementing the design. The implementation occurred over the summer months of 2003.  Once the implementation was completed and adhered to the design, testing began. Testing occurred in two phases. The first phase included internal testing to Code 588. Once beta testing was complete and all know bugs were resolved the team setup the GARNET servers were setup within the Code 295 production server farm. Working with the Code 295 system administrators the designed physical architecture was setup to ensure the system was setup with replicated machines to provide reliability. The web servers and application server were setup for load balancing so that we could demonstrate the scalability of the system. Code 295 then performed rigorous security testing to ensure the system adhered to NPG 2810 and more specifically the Code 295 security plan. Lastly, the system went through a final phase of testing with the production GARNET servers and approximately 25 additional users including the Code 295 IT help desk staff. 

8.3  Pilot Training & Deployment

Once the production GARNET Pilot system was stable, the team trained all of the voluntary users. Approximately one hundred users volunteered to participate in the GARNET Pilot. The team held several training sessions and provided detailed documentation on what to expect.

During November of 2003, the GARNET user accounts were created and over one hundred users began using the system. Once the system was fully deployed to all Pilot users, several user tag-up meeting were held to capture user questions and feedback. The tag-up sessions were very useful. Very positive feedback was received in addition to several minor recommendations on how to make the system even more user friendly.

8.4  Pilot Performance Testing

Over the holidays, several performance tests were executed to examine how the system was performing. Metrics were gathered to help determine how to scale the system to a large number of users. The system performed extremely well under load tests and successfully demonstrated that the system would scale appropriately to a large number of users by adding addition web servers and app servers as needed.
8.5  GARNET Pilot Current Status
The GARNET Pilot remains in operation at GSFC and is currently added minor features and supporting the current user base. Additionally, the team is preparing to meet with the GSFC General Management Council (GMC) for the third time to discuss the potential of rolling the system out at GSFC center wide. 

9.  System Capabilities

This section gives a logical explanation of the four major capabilities the GARNET system provides. The capabilities include:

· Creating and Dispatching Alerts

· Receiving Alerts through Different Notification Tools

· User Profiles

· GARNET Administration

Figure 3 provides a depiction of the logical flow of an alert through the system. First, someone creates an alert that is received by the GARNET Central Server. Next, the system performs authentication to verify that the person creating the alert has the authority to do so. If authorization is successful, the alert is stored in the database. The system then matches the details of the alert to user subscriptions. After determining who should be notified of the alert, the system determines the best means for notifying the affected people. The notification mediums are determined based on user information as well as the details of the alert. In the final step, the affected people are notified. It should be noted that the central server does not always push the notification to the affected people. The way in which the notification is received is based upon the notification tool(s) being used. Please refer to section 0 for details about each different type of notification tool and how it fits into the GARNET system.

[image: image1.jpg]1. Create alert from computer.
2 Alert Category

b, Alert Locaton/Geography.
< Aler Severly

4 Nert Message

Authorized o Dispatch
Centeriide Aerts

2. Alert dispatch request is sen (o the GARNET Central Server

3. Authenicate o verfy user can

dispatch the specified ;m<

4. Save message to DB—]

S -y

GARNET
Conlral Server

s
2. Determine whom 1o oy,
b. Determin how to .

Noty—





Figure 3.   Alert Notification Flow 
10.  Visual Scenario

To better illustrate the capabilities of GARNET, we have provided a simple operational scenario for the notification of a computer worm attack. All NASA GARNET users will automatically be registered to receive critical level information technology alerts. 

The first step in the scenario is for an authorized person to submit an alert via a Web browser. Figure 4 illustrates how someone creates an alert in the Pilot GARNET system. First, an authorized person logs into GARNET. Upon successful login, the alert creator submits an alert by specifying criteria such as the alert title, description, category(s), severity, and optional URL for additional details. 
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Figure 4.   Prototype Alert Creation

Next, the prototype system determines the subscribed notification recipients and decides how to notify them based on the configuration that each user has selected. Figure 5 illustrates how the prototype notifies users via their computer desktop. For critical alerts, a window appears covering the user’s entire screen and an alarm is sounded.
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Figure 5.  Prototype Computer Desktop Notification

From this screen, the user can click on the ‘More Information’ URL to view additional details regarding the alert, and to link to additional Web pages containing instructions pertaining to the worm prevention, detection, and cleanup instructions.  The user may return to in-progress work, without any applications or data being affected, by clicking the close button.

11.  Alert Creation

GARNET provides a flexible architecture to allow multiple mechanisms to create and submit an alert into the system (e.g., WWW, phone, wireless device, and other existing systems such as the National Weather Service, Center for Disease Control, etc.). Entering alerts into the system is one of the most critical areas for proper security handling. Please refer to section 0 for details about the GARNET security plan.

This section covers the process of creating and submitting an alert to the GARNET system. First, the information that is required to create an alert will be discussed. Next, we will describe how a user will be able to submit an alert to GARNET. Lastly, we will examine a few additional alert creation mediums that are under investigation to incorporate into GARNET. 

11.1  Alert Classification

Since the GARNET system handles all different types of alerts, from informational to life threatening, the system needs to provide a way for an alert creator to classify the alert.

The following kinds of information will be needed to create an alert:

· Alert creator, including authentication details

· Alert category, such as NASA Wide, center specific, weather, IT Alert, Facilities Alert, etc. 

· Geographic information (country, state, county, center, campus, building)

· Severity (critical, informational)

11.2  Mediums For Alert Creation

The GARNET infrastructure has been developed with the specific intention to provide easy integration of new and future technology. The existing way to submit an alert into GARNET will be by opening a Web browser and going to a GARNET Web site. A privileged and authenticated user will then be able to submit an alert to the GARNET system securely. 

The GARNET system has Web application support; therefore, the groundwork is complete for an easy integration to create and submit alerts through devices such as wireless Personal Digital Assistants (PDAs) and Web-enabled digital phones. Please refer to section 0 for more technical details about GARNET’s Web application capabilities.  In the future additional devices such as 2-way text messaging devices and phones could also be integrated into the system as a means to create GARNET alerts. Entering alerts into the system is one of the most critical areas for proper security handling. Please refer to section 0 for details about the GARNET security plan.
11.3  Mediums For Receiving Alerts

This section addresses the tools GARNET integrates with to provide notifications. One of the key benefits of the GARNET system is the ability to notify people through multiple mediums. In section 0, we compared some of the “classic” alert notification mechanisms. The GARNET architecture provides flexibility to use new communication mediums that become available in the future as well as to integrate with legacy and existing notification systems.  

First, the notification mediums that GARNET already supports at this time will be examined. Next, we will examine alert mediums that will be support at the time of full deployment. Lastly we will briefly mention future device integration possibilities.

11.4  Currently Supported Notification Mediums

Each alert notification medium described in this section is already currently supported. 

11.5 Computer Desktop: The GARNET Alerter

A large number of personnel at NASA sit at a computer to do much of their work during the day, so the computer provides an excellent way to contact people quickly. One of the key benefits of notifying people via their desktops is the ability to require a person to acknowledge the alert.  When a critical alert is received, a window will pop up in front of all the other windows on the user’s desktop. The user will have to minimize or close the window in order to continue working. This quality is advantageous for a notification mechanism because we know users will receive and must acknowledge a critical alert; whereas a TV or radio may be on the incorrect channel, and E-mail must be checked at the user’s convenience. 

The other very powerful part of this notification medium is the ability for subsets of people who are not geographically organized to receive alerts that affect them. Many alerts handled by the GARNET system may not be geographically organized. For example, there may be a few categories of messages associated with IT resources around the various NASA centers. A lower priority IT announcement explaining that particular servers will be unavailable due to maintenance upgrades will only affect people who access the server. The users of the servers may not be geographically grouped together; however, all the users would find this information very useful. In this case, it does not make sense to ring the fire alarms or broadcast to an entire center via PA system or CCTV network.

The GARNET Alerter software will be configurable by the user so they can designate how they would like to be notified based on the alert category and severity. For example, the most critical alerts will pop up a full size window on the desktop and play a sound. Other less critical alerts may play a less intrusive sound, a smaller window could pop up, or the GARNET Alerter system tray icon may change color. 

The GARNET Alerter software will probably be the most used notification medium, due to the flexibility described above. However, there are also some weaknesses for this medium, including network and power outage vulnerabilities as well as the fact that not everyone uses computers on a regular basis. Some of the other alert mediums that will be supported in the fully deployed GARNET release, such as alphanumeric paging and wireless email devices (i.e. Blackberry), can be used during these situations to handle the most critical alerts.

For technical details explaining specifically how the GARNET Alerter software receives notifications please refer to section 0.

11.6 E-mail

The existing version of GARNET currently supports notifification via E-mail. Some digital cell phones and PDAs provide the ability to receive E-mail. The major weakness of notification via E-mail is the dependency on a user to read the E-mail. However, E-mail is very popular and most people have an E-mail account. This medium could be used to contact people at home with information such as campus closings.

11.7.  To Be Supported Notification Mediums

11.7.1 Email Devices 

Many people, such as security and facilities personnel, are often very mobile around the NASA campuses. Devices that provide an Email gateway interface provide a convenient way to contact people who are not at their desks, in addition to those who are hearing-impaired. Example devices include alphanumeric pagers, digital phones with text messaging support, Blackberries, PDA’s, etc.  Support for Email enabled devices will be provided in the fully deployed version of GARNET. Nearly all service providers for alphanumeric pagers and digital phones provide an E-mail interface to dispatch a text message. All users will be able to register their pager and/or digital phone E-mail address with GARNET. Please see section 0 for more details about GARNET user profile settings.

11.7.2 Future Device Integration Possibilities

There are several potential notification integration areas that the system architecture supports that could be integrated into GARNET at a later date. Examples include light emitting diode (LED) signs, public announcement system, phones, closed circuit television, and fire alarms.

11.7.3  User Profiles

Each user will have a profile stored in the GARNET database. A user profile contains user notification rules and category subscriptions. A user profile is the mechanism that the GARNET system uses to determine if an alert should be issued to a particular user, and if so, through which mediums the alert should be issued to the user.

11.7.4  User Notification Rules

Notification rules specify how a user wants to be notified of alerts based on category and severity. Some examples include the follwoing:

· A user may wish to be notified via pager and computer desktop for critical alerts.

· A user may wish to receive E-mail for all IT categorized alerts.

· A user may wish to have the GARNET Alerter software act differently based on alert category and severity. For critical alerts they may choose to have an obtrusive window pop up and play a sound. For informational alerts, a user may wish to have a Windows system tray icon change color. 

11.7.5  User Category Subscriptions

User subscriptions provide users the ability to specify the alert categories they are interested in receiving alerts for. A single subscription includes an alert category, severity, and notification medium. For example, a user may wish to receive NASA HQ critical alerts via his/her computer desktop. The user may have an additional rule to receive NASA HQ critical alerter at his/her alphanumeric pager. Another user may choose to subscribe to Wallops Campus building 4 information alerts via his/her Email. A user is unbounded in the number of subscriptions that they can configure.

In addition to a GARNET user being able to setup subscriptions, a GARNET administrator can require a user to be subscribed to particular alerts. Typically, an administrator will require every user to be subscribed to the most critical alerts that may be relevant to that user. A user cannot turn off administrator-required subscriptions.

12.  GARNET Administration

The GARNET system will provide the ability to perform administrative tasks associated with managing users and alert categories. The list below presents typical administrative tasks.

· Create/Delete/Edit Users

· Create/Delete/Edit Alert Categories

· Grant User Privileges

GARNET support several different user roles including standard user, alert creator, and administrator. Alert creators are granted very granular privileges to create alerts on a per category per severity basis. For example, User A may be able to create NASA HQ critical alerts. Another user may only be able to create Wallops Bldg. 4 information alerts. GARNET administrators will be able to manage users and privileges in addition to alert categories. A standard user will only be able to subscribe to the alerts they are interested in receiving.

During the analysis phase of the project we will investigate the policies surrounding the use of the administrative portion of the GARNET system. Sample topics include: 

· Who will have administrative privileges?

· How will users’ permissions be managed?

· What is the process to create a new category?

· How many people will be able to generate alerts?

13.  Project Description: Moving From an Operational Pilot to an Operational Fully Deployed System

· Additional Capabilities

· Alphanumeric pager support

· Desktop multiple platform support (mac, linux, unix)

· Additional email account support

· Desktop Alerter auto-updates

· Certificate Management

· Define alert categories/severities

· Define privileged personnel

· Define procedures of system usage

13.1  System Architecture

The GARNET system is a combination of a highly secure, highly available, centralized system and a distributed system.  The heart of GARNET is the central system, where alerts originate, users and clients are tracked, and notification recipients are determined.  Also, certain notifications are handled at the central system level, such as E-mail, pagers, and phones.  Many alert systems, such as closed circuit television, fire alarms, and LED displays, exist already and cannot physically be moved to the GARNET central system.  In addition, desktop users across the campus need to be notified.  GARNET provides a secure, reliable mechanism for notifying these remote systems. 
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Figure 6.  System Architecture

13.2  Central System

The central system of GARNET is the core of the system.  Users connect to the central system to indicate what alerts they are interested in, and all user and other client information is stored at the central system.  All alerts are entered through the central system via several possible means.  Once alerts are entered, the system determines which users and clients need to be notified, and performs the notification.

The central system is broken into several logical parts.  The system has a bank of Web servers handling all Internet traffic.  The Web servers deliver the Web pages for all the Web applications (such as sending an alert).  The application servers sit behind the Web servers, perform all computing, and initiate all action in the system.  The database stores all user profile and alert configuration data.

All parts of the central system will be replicated so that any machine can go down without debilitating the whole system. 

13.3  Firewall

The firewall is the first line of security for the central system, as all Internet communication to the central system must come through the firewall.  The firewall divides the central system into two areas, a super-secure area where all data resides and all processing takes place and a slightly less secure area called a DMZ (as in de-militarized zone).  The firewall does not allow any computer coming in off the Internet to access a machine in the secure area, making it impossible to hack directly into any secure machines.  The database and application servers are put in the secure area.  The firewall will allow computers on the Internet to access machines in the DMZ, and the Web servers reside there to communicate with the outside world.  Machines in the DMZ are allowed to communicate with the secure area.  The firewall also places restrictions on what type of communications can occur.  The firewall can allow HTTP access, a relatively safe protocol, to the DMZ from the Internet, but will prevent access through more dangerous protocols like FTP or telnet.

This strict protection at the network level removes many security threats that exist in the server machines’ operating systems and applications.

13.4  Web Servers

The bank of Web servers will be running IIS HTTP servers to communicate with the outside world.  These servers will host all Web applications, including the Web interface for users to set up what alerts they are interested in and the Web interface for generating an alert.  The other interfaces (desktop application, cell phone, PDA) will also communicate through the Web servers but will use Web services and WML (wireless markup language) rather than Web pages.  Clients who must poll the central system for alerts (described more in section 3.2) will communicate with the Web servers using HTTP.

When the Web servers need to perform actions, they communicate with the application servers using HTTP.  

13.5  Application Servers

The application servers are responsible for all processing in the system.  They will be running a load balanced Apache tomcat server.  The application servers provide all logic behind the Web applications.  They receive user actions from the Web servers, analyze the actions, determine responses, generate the appropriate Web pages, and return the Web pages to the Web servers, to be sent to the users.  When cell phones or PDA’s connect, it will be the same process, only the phones and PDA’s will use WAP (wireless application protocol) to connect, and the application server will generate WML pages.  When the desktop client connects, it will use SOAP, which is a protocol that passes XML (extensible markup language) over HTTP.  The application servers will generate XML to return to the desktop client.

When an alert comes in, the application server must determine which clients need to be notified and must notify them.  The E-mail and paging notifications can be done with an E-mail server running on the application servers.  If automated phone calls are made, the application servers will use special software and hardware to interface with phone lines.  The application servers can directly notify any desktop clients that are not behind firewalls.  

13.6  Database

All user profile information is kept at the central system.  This allows users to move from computer to computer or away from any computer and still receive alerts.  The database stores all users’ accounts, what alerts they are subscribed to receive, and how they need to be notified.  The database will also hold a registry of which client applications are currently registered and online.  The application servers access the database to store and retrieve this information.

The database servers will be running a replicated MS SQL Server 2000 Enterprise Edition database that is configured for auto fail over.

13.7  Desktop Alerter Software

The Desktop Alerter will be the main medium by which people who work at computers will be notified.  Every GARNET user can have the Desktop Alerter installed on his/her computer.  When a user logs in to his/her machine that has the Desktop Alerter software installed on it, the GARNET Desktop Alert connects to the central system and registers the user as online.  It will also automatically subscribe to any alerts specific to the building or floor where the computer resides.  Whenever an alert is created, the central system determines if that user should be notified of a particular alert, and if so, notifies the Desktop Alerter.

The Desktop Alerter will be capable of signaling an alert in several ways, ranging from unobtrusive (e.g., appearing as a specific symbol in the Windows system tray) to unavoidable (e.g., appearing in a pop-up window that obscures the entire computer screen). The pop-up window will not destroy anything the user is currently working on when the alert is received.

All communication with the central system will be over a secure Internet connection.  Digital certificates will be used to ensure that the Desktop Alerter is connecting with the central system and not a malicious entity pretending to be the central system, and encryption will be used to prevent malicious entities from modifying the communication content.

When the Desktop Alerter first registers with the central system, the central system will test whether it can connect to the desktop, or if a firewall or address translation is preventing access.  If it can connect, the Desktop Alerter need only send periodic reregisters on the order of every two hours to ensure that it is still running.  When an alert comes in, the central system will contact the Desktop Alerter and deliver the alert.  If the central system cannot connect, the Desktop Alerter will need to periodically connect to the central system to ask if any new information has arrived.  This is called polling.  The Desktop Alerters will poll the central system periodically based on a configurable time period to check if there are any alerts that the Desktop Alerter needs to know about.  All this will be transparent to the user. 

The Desktop Alerter will run on all Windows operating systems, Linux, Mac OSX, and Unix.  Desktop Alerters will be thoroughly tested on each platform before they are made public.  We will investigate the possibility of desktop clients automatically updating themselves with newer versions in the event of a security patch or upgrade.

13.8  Other Notification Clients

In the future GARNET may broadcast alerts using closed circuit television, and plans to investigate using other existing communication systems such as LED signs and fire alarms.  These existing systems will have their own controlling computers geographically separated from the central system.  GARNET will build custom clients to interface with these existing controllers, but will use the same notification mechanism and the same secure communication as the Desktop Alerter.

13.9  Performance Capabilities

GARNET must be working 24x7 and never exhibit failure or overly degraded performance.  GARNET will accomplish this by having multiple instances of every machine.  Running modules of the system on multiple machines protects the system from machine failure, enables machine maintenance, and allows the system to handle higher peak loads.

Every part of the central system described in section 3.1 (firewall, Web servers, application servers, and database) will have replicated software running on multiple machines.  Replicated software means that the software running is aware of the other instances and will share state information, so that if one machine goes down, the other can take over without loss of state or data.  If any machine should fail, the GARNET system will continue to operate, though not with the same peak performance.  This also allows for machines to be taken offline to upgrade system software and operating systems, which is a cheaper option than using software that can be upgraded while still running.

The dominant load on the system will be the polling and reregistering of Desktop Alerters.  The peak load will be when an alert needs to be sent to all Desktop Alerters.  NASA HQ and GSFC has an estimated 30,000 computers, of which no more than half are desktop computers where employees sit and are regularly logged in.  A small minority of those will be behind a firewall or private network (we estimate one sixth or 2,500) and will need to poll the central system every fifteen minutes.  The other 12,500 machines will only need to reregister every two hours.  These connections are SOAP requests and will be a single HTTPS hit, in contrast to a Web page that usually requires many hits for separate frames and images.    A moderately priced server or a high-end desktop machine purchased in 2004 can handle 1-2 million hits per day.  GARNET plans to use three Web server machines.

GARNET will be able to guarantee 99.9% availability with an average response time of 1 minute and a worst-case response time of 15 minutes (15 minutes was imposed by GSFC b/c it is the current Email pull setting). 

13.10  Risk Assessment

GARNET’s distributed nature does open it to potential problems that completely centralized systems do not have.  GARNET is very dependent on the

Goddard network.  If the network is down in parts of the campus, the Desktop Alerters in that area will not be notified; however, they may still be reachable via Email devices such as alphanumeric pager or Blackberry.  To minimize this risk, we are ensuring an alert can always be dispatched. An operator who is physically at the central system can log in directly to the console and enter alerts. Additionally the system architecture supports the idea of detecting a major network failure that would signal a switch over to a backup contingency plan. The contingency plans maybe to handle the situation, as it would be handle at the current time.   

The central system will be able to defend itself from denial of service attacks, but any single client could be targeted in an attack and would not receive alerts during the attack.  This is a very small risk.  We believe that denying a single computer access to GARNET is not a likely target, and it is not feasible to run enough single computer attacks to significantly reduce GARNET’s coverage.  
13.11  Security Plan

The GARNET security plan involves a combination of technical defenses, documented procedures, and identification of staff responsibilities.  GARNET currently complies with NASA’s NPG2810 security guidelines and provides a system secure from outside attack and internal misuse.

The technical defenses start with the firewall, which will allow access only to the Web servers and only using HTTP/HTTPS. This reduces the security risk to only the risk associated the MS IIS web server software.  A GARNET system administrator will be responsible for keeping up to date on IIS security patches and installing them promptly to protect against computer worms and hacking through discovered security holes.  Using HTTPS authentication and encryption ensures that the Desktop Alerters are talking with the central server and that communication is unaltered.

GARNET currently imposes strong password rules for anyone who can create an alert, and will require stronger authentication, such as smart card or S/Key, for anyone who can send system-wide emergency alerts.  There will be documented procedures for how a person obtains the ability to send alerts, as well as for how a person obtains the ability to give others the ability to send alerts.  There will also be documented procedures for getting system administration access to the GARNET system, and all administrative access will require strong authentication.  There will be a documented response procedure in the event of a system failure or security incident.

GARNET will require on average the half-time effort of a system administrator and a security administrator.  The system administrator will be responsible for keeping all software including the Apache servers, EJB servers, database, firewall, mail system, and operating systems on all machines up to date with the latest security patches.  The security administrator will review all logs for suspicious behavior and perform an audit of the system one to two times per year.  The audit will be formally scheduled, will test that procedures are being followed and that the security is effective, and will document the audit to be reviewed by a security manager. Some of the security tasks could be contracted to an outside consultant to ensure objectivity. 

A NASA security manager will review the GARNET security plan before it is implemented. 

13.12  Management Approach

NASA GSFC Code 295 will provide the Technical Monitor for the GARNET project. The Technical Monitor will be responsible for receiving the contractor technical status reports, reviewing them for completeness, and forwarding approved reports to the NASA COTR. GSFC Code 588 will provide the Administrative point of contact. This POC will work with the Technical Monitor to provide contractor oversight, including schedule tracking, milestones/deliverables, and budget. Both the Technical Monitor and Administrative POC will interface with designated officials at NASA HQ on a regular basis. They will also interface with other organizations as directed by the Government.

13.13  Personnel

The proposed Technical Monitor is Debra H. Richmond of GSFC Code 295. Stephanie Nickens of GSFC Code 588 is the proposed Administrative POC. Science Systems and Applications, Inc. developed the operational prototype, led by Melissa Pell, Senior Programmer/Analyst. Melissa is the proposed Technical Lead for this project. Additional proposed SSAI personnel include management support by Philip Wheeler, SSAI’s Technology Department Manager, System Architecture review and consultation by Stephen Maher, Senior Computer Scientist, and software development and testing by Zachary Jones, Programmer Analyst.
13.14  Approach:  Schedule and Implementation Plan

We plan a 1.5-year definition, development, and deployment effort, using a phased approach to implementation and deployment. After full deployment there will be a 1.5-year effort of maintenance and support.  The work is broken into five phases. The core of the system already exists although there are several enhancements to add. Since the core of the system already exists we would like to rollout the Desktop Alerter to all users in the near term in an effort to start using the system as soon as possible. So, in summary GARNET system usage policies and guidelines will be defined in phase one. After phase one, phase two will begin and will include enhancements to the existing Desktop Alerter and testing. Phase two ends as the newly enhanced Desktop Alerter is deployed to users and the existing Pilot server-side implementation will remain in production.  Next, in phase 3 the backend enhancements will be implemented and tested. The backend enhancements include GARNET server-side changes as a result of phase 1 defined policies and guidelines. Phase four includes transitioning the online production system from the Pilot server-side with the newly enhanced server-side implementation. Once online, we will go into phase five, maintenance and support.  The following schedule will be refined during Phases 1:
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13.15  Phase 1: Requirements and Procedure Definition 

The first phase can be broken into two main areas of work and is expected to take four and a half months to complete. The first part will be to determine specifically what functionality and enhancements will be added to the existing core system. Known features to add include usability improvements, Desktop Alerter multi-platform support and security enhancements.  In conjunction with the functional system definition, GARNET usage procedures and guidelines will need to be defined. These guidelines will outline things such as, the approval process to create GARNET alert, and administrative procedures for managing users and privileges. 

The following will be delivered upon completion of this phase:

· Concept of Operations Document that specifies high-level system functionality and goals

· Use-Cases and Requirements Document that specifies details of the system capabilities

· Architecture and Design Document(s)
· Security Plan Document
· GARNET System Usage Procedures and Guidelines Document

13.16  Phase 2: Desktop Alerter Enhancement Implementation, Testing, and Deployment
The second phase will be worked in conjunction with phase 1. During this phase the functional enhancements for the Desktop Alerter that need to be added to the core system will be designed, implemented, and tested. These include items such as Desktop Alerter multi-platform support, usability and security enhancements. The Desktop Alerter enhancements and testing is expected to take approximately four and a half months and will be worked in unison with phase 1.

After tested has been completed the newly enhanced Desktop Alerter will be deployed to users. Deployment will include user training sessions and documentation. Deployment via download already exists. For particular platforms, such as Windows, the deployment of the Desktop Alerter may be automated. ODIN is aware of this possibility and a full Desktop Alerter deployment plan will be discussed during phase 1 and will be refined and executed during phase 2. Deployment time estimate is TBD and will be more clearly defined once a concrete plan is created. 

13.17  Phase 3: Sever-side Implementation and Testing

Phase three will be the period when the server-side enhancements as a result of phase 1 procedures and guidelines will be designed, implemented, and tested.  Items include more sophisticated tools to manage users and privileges in addition to support for notification via email devices. Additional enhancements include technical replication and reliability enhancements. This phase is expected to take eight months. 
13.18  Phase 4: Deploy Server-side Enhancements

Phase four will be the time when we transition the existing pilot server-side to the newly enhanced phase three server-side. This will take approximately 3 weeks of planning and coordination. 

13.19  Phase 5: Maintenance and Support

During this phase the team will provide maintenance and support to the fully deployed system.

13.20  Cost of GARNET Development

The estimated costs are summarized and detailed according to the major phases of the project. The cost estimates will be refined during Phase 1.

	
	
	FTEs
	FTEs

	FY
	Cost (Labor & Supplies) 
	Contractor
	Government

	05
	$ 418K
	2.5
	1.5

	
	            Phase 1:  75.5K

            Phase 2:  152.5K

            Phase 3 begin: 123K 

            ODC: 67K
	
	

	06
	$ 200K
	2.0
	1.5

	
	            Phase 3 end: 130K

            Phase 4: 20K

            Phase 5: 50K   
	
	

	07
	$ 100K
	1.0
	1.5

	
	            Support & Maintenance  100K
	
	

	Total
	$ 718K


Cost by Phase
Phase 1: Requirements and Procedure Definition, 100 days

	Skill Level
	Hours
	Cost

	Sr. Software Engineer
	400
	$34.5K

	Software Engineer
	400
	$29K

	Graphic Designer
	200
	$12K

	
	LABOR SUBTOTAL
	$75.5K

	
	Hardware & ODCs
	$67K

	
	TOTAL ESTIMATE
	$142.5K


The hardware and ODC cost includes the additional machines necessary for development and deployments to all of GSFC and NASA HQ. COTS include MS SQL Server Enterprise Edition licenses, MS Windows Server 2003 Enterprise Edition, JMS product such as SonicMQ, and security certificates.

13.21  Phase 2: Desktop Alerter Enhancement Implementation, Testing, and Deployment, 135 days

	Skill Level
	Hours
	Cost

	Sr. Software Engineer
	680
	$59K

	Software Engineer
	680
	$50K

	Software Engineer
	540
	$39K

	Graphic Designer
	70
	$4.5K

	
	LABOR SUBTOTAL
	$152.5

	
	Hardware & ODCs
	$0K

	
	TOTAL ESTIMATE
	$152.5K


Phase 3: Sever-side Implementation and Testing, 155 days

	Skill Level
	Hours
	Cost

	Sr. Software Engineer
	1240
	$107K

	Software Engineer
	1240
	$90K

	Software Engineer
	620
	$45K

	Graphic Designer
	185
	$11K

	
	LABOR SUBTOTAL
	$252

	
	Hardware & ODCs
	$0K

	
	TOTAL ESTIMATE
	$253K


Phase 4: Deploy Server-side Enhancements

	Skill Level
	Hours
	Cost

	Sr. Software Engineer
	~120
	$11K

	Software Engineer
	~120
	$9K

	
	LABOR SUBTOTAL
	$20K

	
	Hardware & ODCs
	$0K

	
	TOTAL ESTIMATE
	$20K


Phase 5: Support & Maintenance, 180 days

Standardarized Code 295 provided estimate for support. 100K per year for support. ½ year is 50K.
14.  Summary

GARNET will equip the agency with an IT-based alert system that will provide rapid alerts to all affected people in an emergency. Because of GARNET’s flexible and expandable architecture, its support of multiple platforms, and its support of a wide variety of communications mechanisms, GARNET is applicable to NASA centers, but other government agencies, private industry and Universities. Other NASA centers are interested in GARNET (Stennis, Dryden,Langley and HQ) along with other government agencies such as, (ATF and Homeland Security). 
GARNET is an excellent investment opportunity for NASA. The project has the potential of providing a development payback of an estimated $50K per site installation. 

GARNET is a solution that directly addresses NASA’s vulnerabilities identified during the post 9-11 analysis.

GARNET will not only fill the need that NASA has to provide rapid alerts to employees during external critical emergencies, but also, provide information to the campus during localized internal emergencies or disasters such as fire or chemical situations on center.

GARNET will provide non-critical alert information to the Center’s personnel during dangerous weather conditions such as tornado, storms, and snow during computer security threats such as viruses, email, and network limitations and during campus intrusions.

GARNET includes the ability to reach targeted groups at the centers with time-critical information such.
The concept of a desktop alerting system, GARNET, has now been validated. This system is critical to ensuring the safety of all employees at NASA. The GARNET Pilot has met its requirements and it could be reliably deployed Center wide. 
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NOTICE: This is a NASA GSFC internal proposal submitted from code 500 to code 200.  

For any purpose other than to evaluate the proposal, this data shall not be disclosed outside the Government and shall not be duplicated, used, or disclosed in whole or in part.
2
Use or disclosure of data on this page is subject to the restrictions on the title page of this document.


[image: image7.jpg]


[image: image8.png]


[image: image9.jpg]


[image: image10.jpg]


[image: image11.png]


[image: image12.wmf] 

[image: image13.jpg]


[image: image14.png]


[image: image15.jpg]e il 2 ol
DAKTRONICS, INC. Idaho Transportation Dept.
PO Box 5128 331 32nd Avenuo Brookings, SD 57006 Ypn LoD e st o)

Prons (056674300 or §B9135 765 e 609667 4700 ines of 16" ngh characters
Copyright © 2001 Dau‘mngﬁnc Bcnéi :&u“:-uﬂ Model VF-1000-27105-18-W.




_1091431977.vsd

_1090312672.doc
[image: image1.png]






