GARNET

Global Alert/Resolution Network

Julie Breed

Head, Advanced Architectures and Automation Branch

Julia.D.Breed.1@gsfc.nasa.gov

301-286-5049

Code 588

Goddard Space Flight Center

Science Systems and Applications, Inc.

Under Contract NAS5-00220, Task 588-003-1

Code 588 AAA Branch
September 25, 2002

NOTICE: This is a NASA GSFC internal proposal submitted from code 500 to code 200.  

For any purpose other than to evaluate the proposal, this data shall not be disclosed outside the Government and shall not be duplicated, used, or disclosed in whole or in part.

31
Overview


31.1
Problem Statement


31.2
GARNET Vision


51.3
Alert System Evolution


51.3.1
Define the Ideal Alert System


51.3.2
Existing Alert Systems


71.4
GARNET for GSFC


71.4.1
GARNET Prototype


91.4.2
GARNET and GSFC


91.4.3
GARNET Beyond GSFC


112
System Capabilities


122.1
Alert Creation


122.1.1
Alert Classification


122.1.2
Supported Alert Creation Medium


132.1.3
Alert Creation Mediums Under Investigation


142.2
Receiving Alerts


142.2.1
Supported Notification Mediums


172.2.2
Notification Mediums Under Investigation


182.3
User Profiles


182.3.1
User Notification Rules


182.3.2
User Category Subscriptions


192.4
GARNET Administration


203
System Architecture


203.1
Central System


213.1.1
Firewall


213.1.2
Web Servers


223.1.3
Application Servers


223.1.4
Database


223.2
Desktop Clients


233.3
Other Notification Clients


233.4
Performance Capabilities


253.5
Risk Assessment


253.6
Security Plan


274
Schedule and Implementation Plan


274.1
Phase 1: Analyze and Design


284.2
Phase 2: Implement and Test Basic System


284.3
Phase 3: Deploy Servers and Test System


284.4
Phase 4: Deploy to Greenbelt Facility


294.5
Phase 5: Deploy to Wallops Facility


305
Cost of GARNET Development


325.1
Recurring Annual Costs, Year 3 and Beyond


336
References




1 Overview

1.1 Problem Statement

National security concerns, specific events of intrusion, and severe weather events that have occurred at or near Goddard Space Flight Center (GSFC) have prompted us to look for an improved center-wide alert system for the delivery of time-critical information to all GSFC personnel. 

According to the Federal Emergency Management Agency (FEMA), “an emergency is any un-planned event that can cause death or significant injuries to employees, customers or the public; or that can shut down your business, disrupt operations, cause physical or environmental damage, or threaten the facility’s financial standing or public image.” The goal of this proposal is to present a system that is ultimately capable of notifying all affected parties during a time of emergency. Typical emergency alerts handled by the proposed alert notification system include:

· Fire and/or building evacuation


· Computer virus attack

· Need to reduce power usage

· Relevant National Weather Service information

· Facility closing

· Relevant road closing/construction

· National emergency such as a terrorist attack

1.2 GARNET Vision

An IT-based alerting system can provide an expedient way of reaching a large percentage of the GSFC workforce during an emergency through various notification mediums. The benefits of an IT-based alerting system include:

· Multiple ways to create an alert; there is no dependency on a single alert mechanism such as a fire alarm, TV, or a speaker-based public announcement system.

· Multiple mediums to distribute an alert. The system will be able to contact more people, including the disabled, in a quicker period of time by using multiple alert mediums. 

· Targeted alerts based on criteria such as building, geography, alert type, and alert severity.

· Fine-grained notification control to notify only those people affected by the alert. Determination of affected people is based on matching the alert criteria with subscriber profiles.

· Notification includes details regarding the nature of the alert, and recommended actions/instructions.
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Figure 1: GARNET Vision

Figure 1 provides a high-level vision of the proposed Global Alert Resolution Network (GARNET) system. The vision includes the idea of having multiple mechanisms available to create and activate alert notifications. Some sample creation mechanisms include computers with network access, phones, and even wireless devices such as a Personal Digital Assistant (e.g., Palm). 

Once an authorized person creates an alert, the GARNET system is responsible for determining whom to notify and how to contact the affected people. There are numerous notification medium options in the figure above, including computer desktops, E-mail messages, pagers, phones, etc. 

The GARNET infrastructure will be capable of utilizing the strengths of existing alert systems, augmented by desktop computer alerts. For example, if all people in a building need to be notified of critical information, then each person in the building will receive a computer desktop alert, the fire alarms in the building will sound, and the Goddard Closed Circuit Television (GCCTV) network will display a message and sound a message. By using multiple alerting mechanisms, we should be able to contact people, including the hearing- and sight-impaired, at their computers, as well as within meeting rooms, bathrooms, and halls. 

The GARNET infrastructure provides the capability to meet our goal, which is to notify all affected people of critical information as quickly as possible, with a coherent message. 

1.3 Alert System Evolution

1.3.1 Define the Ideal Alert System

In order to understand the capabilities the GARNET system offers, we first need to investigate the ideal alert system. The following is a list of high-level capabilities that the ideal alert system should provide:

· Specific groups of people are notified immediately and simultaneously.  

· The notification contains a description, severity level, optional instructions, and information on how to obtain further details. 

· Past notifications can be viewed at any time. 

· Only people affected by the alert receive the notification. 

· The system is fully accessible. Specifically, the system is usable by everybody, including those with disabilities such as hearing and sight impairments. Furthermore, the system would be usable regardless of location and time-of-day.

· The system requires very little maintenance.

· The cost of the system is reasonable and affordable.

1.3.2 Existing Alert Systems

Historic notification systems, such as fire alarms, public announcements, and sirens, each contain strengths and weaknesses when compared to the ideal alert notification system. For example, sirens and bells do not provide a clear description of the alert. Television and radio have several weaknesses, including a dependency on the media. They may not be turned on or tuned in to the correct channel, and they may interrupt people who are unaffected by the alert.  Figure 2 provides a comparison of many classic alert systems that are currently used to disperse critical information to large groups of people quickly. Through examining existing alert systems, the power of GARNET becomes clear. GARNET will be capable of making use of existing systems, and can expand and change over time by providing an infrastructure capable of integrating with devices and applications yet to be imagined.

	Notification Medium
	Strengths
	Weaknesses

	Television
	· Instant communication to all affected people who are watching.

· Gives detailed information, and can keep people up to date.

· Generally, universally available (most people have a TV).
	· Limited usefulness during many times of day – and especially in the late evening/early morning if TV is turned off.

· Limited usefulness outside of the house.

· Will intrude upon people not affected by the emergency. 

· Not available during power outages.

· Coordination among cable, satellite, local stations, and other media is required.

	Radio
	· Instant notification to all affected people if tuned in.

· Gives detailed information and can keep people up to date.

· Generally, universally available.

· Can work during power outage with battery-operated radios and can reach people inside their cars and outside of their homes.
	· Limited usefulness during most times of day – and especially in the late evening/early morning if the radio is turned off.

· Will intrude upon people not affected by the emergency. 

· Must be tuned in to receive warning.

· Those who are hearing- impaired will not receive the alert.

	Sirens
	· Instant notification if target is outdoors and within range.

· If the population is educated to different signals, it can also direct those alerted as to what actions to take. 

· Will reach most people affected outdoors.
	· Difficult to hear inside buildings.

· Hearing-impaired will not recognize the alert.

· If the population is not educated to the meaning of the sirens, they have little effectiveness.

· Only targeted based on location. 

· Unable to provide details describing the emergency.

· Disturbs those not affected.

	Fire Alarms
	· Instant notification if target is indoors and within range.

· Works well if the alert is for people to evacuate.
	· Need strobe light for those who are hearing-impaired to recognize the alert.

· Not generic for different types of alerts; alarms only signal evacuation.

· Unable to provide details about the emergency.

· Only targeted based on location. Unaffected people will receive the alert.

	Public Announcement Systems - Loudspeakers
	· Relatively quick message delivery.

· Can reach people indoors if loud enough.

· Can be targeted to a subset of people based on location only.

· Limited area can be reached quickly.
	· Only a limited amount of information can be communicated.

· Cannot reach people who are hearing-impaired.

· Message can be hard to hear indoors.

· Disturbs those not affected, when announced to all in a particular location. 


	Notification Medium
	Strengths
	Weaknesses

	Phone
	· Allows for strategic notification.

· Universally available (most people have a phone).

· Effective 24 hours a day.

· Relatively low cost.

· Alert details can be communicated.
	· If a large number of people need to be notified, dependent on number of phone ports.

· Person may not answer the phone.

· Cell phone may not be receptive.

· Not available during telephone outages.

· Phone trees are typically used which are sequential, take time to execute, and can be hampered by missing links.



	Text Messaging Pagers
	· Allows for strategic notification.

· Accessible to all if they are carrying an active pager and pager is in a receptive location. 

· Can supply limited information regarding the emergency.
	· High cost for pagers.

· Person must have pager in possession and turned on.

· Person may be situated in a non-receptive location.

· Not normally usable by the sight-impaired.

	World Wide Web
	· Can supply text message with substantial detail regarding the emergency.


	· Page must be section 508 compliant for those who are sight-impaired to receive the alert.

· Recipient must manually go to a page to receive the alert.

· Not very fast alert dispatch.

· Network dependent.

	E-mail
	· E-mail can be sent out quickly.

· E-mail can contain a text message.
	· Network dependent.

· Recipient has to be checking E-mail at the time the notification message is sent.

· Not ideal for the sight-impaired.


Figure 2: Alert System Comparison Table

1.4 GARNET for GSFC

1.4.1 GARNET Prototype

Over the past two months, a GARNET proof-of-concept was developed and demonstrated to representatives of GSFC's IT Security office, Physical Security office, CIO office, and Health & Safety office. In summary, the working prototype demonstrated the following:

· Users could subscribe to different types and severities of alerts.

· Authenticated users could create an alert based on category, type, and severity. The alert was stored in a database.

· Subscribed users were notified of the alert directly at their desktop with an obtrusive pop-up window. 

· Alerts were displayed to a TV that was directly hooked up to a computer running GARNET.

To better illustrate the capabilities of GARNET, we have provided a simple operational scenario for the notification of a bomb threat. All GSFC GARNET users will automatically be registered to receive critical level Greenbelt Campus alerts. 

The first step in the scenario is for an authorized person to submit an alert via a Web browser. Figure 3 illustrates how someone creates an alert in the prototype GARNET system. First, an authorized person logs into GARNET. Upon successful login, the alert creator submits an alert by specifying criteria such as the alert subject, severity, category, and details. 
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Figure 3: Prototype Alert Creation

Next, the prototype system determines the subscribed notification recipients and decides how to notify them based on the configuration that each user has selected. Figure 4 illustrates how the prototype notifies users via their computer desktop. For critical alerts, a window appears covering the user’s entire screen and an alarm is sounded within 10 seconds.
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Figure 4: Prototype Computer Desktop Notification

From this screen, the user can click on the subject line to view additional details regarding the alert, and to link to additional Web pages containing evacuation procedures.  The user may return to in-progress work, without any applications or data being affected, by clicking the close button.

The prototype was very successful at demonstrating the benefits that GARNET offers. For GARNET to be deployed center-wide, we need to build a secure, reliable, scalable, usable, and maintainable system. Please refer to section 3 for details on the planned GARNET system architecture.

1.4.2 GARNET and GSFC

The initial version of GARNET will be targeted to NASA GSFC. This version will enable users to subscribe to receive immediate alerts pertaining to such things as: center intrusions; network intrusions and related shutdowns; building calamities and dangers; and center closings due to weather. Additional alerts can be added through interfaces with the National Weather Service (NWS) (storms, floods, tornados), FEMA (for natural disasters such as fires and volcanoes), Center for Disease Control (CDC), and the Department of Homeland Security (for terrorist threats or 9-11 types of incidents).

1.4.3 GARNET Beyond GSFC

Subsequent to acceptance and verification at GSFC, the system will be promoted to other NASA centers and to other government agencies such as the Office of Personnel Management (OPM), FEMA, General Services Administration (GSA), National Institute of Health (NIH) and Department of Defense (DOD). Most importantly, our vision is that this concept will grow exponentially, as did the Web. Ultimately, GARNET can grow to an unlimited number of networked public and private servers. Examples are provided below.

Public GARNET Server Examples:

· National Emergencies (health, natural disasters, national security, etc.)
· Public Works (road construction, water, etc.)
· Traffic (Maryland Transportation Authority)
· School Closings
Private GARNET Server Examples:
· NASA, FBI, DOD, NIH, CDC, etc.
· Nuclear power plants
· Office building comprising multiple businesses
· Any private company
2 System Capabilities

This section gives a logical explanation of the four major capabilities the GARNET system provides. The capabilities include:

· Creating and Dispatching Alerts

· Receiving Alerts through Different Notification Tools

· User Profiles

· GARNET Administration

Figure 5 provides a depiction of the logical flow of an alert through the system. First, someone creates an alert that is received by the GARNET Central Server. Next, the system performs authentication to verify that the person creating the alert has the authority to do so. If authorization is successful, the alert is stored in the database. The system then matches the details of the alert to user subscriptions. After determining who should be notified of the alert, the system determines the best means for notifying the affected people. The notification mediums are determined based on user information as well as the details of the alert. In the final step, the affected people are notified. It should be noted that the central server does not always push the notification to the affected people. The way in which the notification is received is based upon the notification tool(s) being used. Please refer to section 2.2 for details about each different type of notification tool and how it fits into the GARNET system.
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Figure 5: Alert Notification Flow 
2.1 Alert Creation

GARNET provides a flexible architecture to allow multiple mechanisms to create and submit an alert into the system (e.g., WWW, phone, wireless device, and other existing systems such as the NWS, FEMA, CDC, etc.).

Entering alerts into the system is one of the most critical areas for proper security handling. Please refer to section 3.6 for details about the GARNET security plan.

This section covers the process of creating and submitting an alert to the GARNET system. First, the information that is required to create an alert will be reviewed. Next, we will describe how a user will be able to submit an alert to GARNET during its initial release. Lastly, we will examine a few additional mediums that are under investigation to incorporate into GARNET. 

2.1.1 Alert Classification

Since the GARNET system handles all different types of alerts, from informational to critical and life-threatening, the system needs to provide a way for an alert creator to classify the alert.

The following kinds of information will be needed to create an alert:

· Alert creator, including authentication details

· Alert category, such as Greenbelt Campus-Wide, Weather Alert, IT Alert, Facilities Alert, etc. 

· Geographic information (country, state, county, facility, building)

· Severity (critical, urgent, informational)

2.1.2 Supported Alert Creation Medium

The GARNET infrastructure will be developed with the specific intention to provide easy integration with new and future technology. The initial way to submit an alert into GARNET will be by opening a Web browser and going to a GSFC GARNET Web site. The user will then be able to submit an alert to the GARNET system securely. 

The GARNET system has Web application support; therefore, the groundwork is complete for an easy integration to create and submit alerts through devices such as wireless Personal Digital Assistants (PDAs) and Web-enabled digital phones. Please refer to section 3.1.3 for more technical details about GARNET’s Web application capabilities. 

Entering alerts into the system is one of the most critical areas for proper security handling. Please refer to section 3.6 for details about the GARNET security plan.
2.1.3 Alert Creation Mediums Under Investigation

2.1.3.1 Other Government Agency Notifications

Since, GARNET is a software-based system, it will be capable of importing existing network based alerts, such as alerts sent via E-mail. There are several government agencies that currently send out critical information, including:

· NWS

· CDC

· National Oceanographic and Atmospheric Administration (NOAA)

· National Attack Warnings (NORAD)

· Civil Emergency Message System

We will investigate how to integrate GARNET directly with these systems so that all of the information is readily available to all GARNET users. 

E-Alert USA is an existing private company that has already integrated with the government agencies mentioned above. E-Alert notifies its users by E-mail. E-Alert is available to the public for a small monthly fee. E-Alert will be investigated as a way to provide a quick initial integration with the GARNET system. We will investigate whether GARNET can receive the E-Alert messages and then redistribute them to the GARNET users.

2.1.3.2 2-Way Text Messaging Devices

Alphanumeric pagers and some digital phones provide text-messaging support. Some newer devices even offer two-way text messaging capabilities. Two-way text messaging allows devices to receive text messages in addition to being able to send text messages. The GARNET infrastructure is capable of supporting the ability to receive a text message from a two-way text device and generate an alert. 

2.1.3.3 Phones

There are numerous existing alerting systems that use the phone as their main alert creation and notification mechanism. For example, the Communicator from Dialogic Communications Corporation currently serves many government agencies such as the NIH, CDC, American Red Cross,  FEMA, and numerous others, including military installations worldwide. 

Phone notification systems are very successful in reaching a key subset of workers, however, they contain several weaknesses in contacting a large population efficiently. The speed at which a large population can be reached is dependent on the number of phone ports available. The phone ports can be costly and require a considerable amount of maintenance.

We will investigate the feasibility of integrating GARNET with existing phone-based alerting systems. 

2.1.3.4 Wireless mobile systems

As discussed earlier, the GARNET infrastructure provides a Web interface; therefore, future integration with wireless devices such as Web-enabled digital phones can be supported.

2.1.3.5 GSFC Radio/Phone Devices

It is our understanding that there are approximately six hundred radio/phone devices used by GSFC facility and security personnel. The devices provide several communication channels. During times of emergency, the devices provide the capability for security personnel to control all of the communication channels. These devices could be used to interact with GARNET during the management of an emergency such as a center evacuation or center intrusion. Ideally, security and facility personnel would be able to generate GARNET alerts through the use of these devices. 

Compatibility with GARNET will require either phone integration with GARNET, or device upgrades to provide text messaging and/or Web capabilities.

2.2 Receiving Alerts

This section addresses the tools with which GARNET will integrate to provide notifications. One of the key benefits of the GARNET system is the ability to notify people through multiple mediums. In section 1.3.2, we compared some of the “classic” alert notification mechanisms. The GARNET architecture provides flexibility to use new communication mediums that become available in the future as well as to integrate with legacy and existing notification systems.  

First, the notification mediums that GARNET will support at the time of its initial release will be examined, including GSFC’s existing fire alarm system and closed circuit television network. Next, we will examine a group of alert mediums that are under investigation for integration with GARNET. The list of investigative mediums includes other existing GSFC alerting mechanisms, and also newer technological handheld devices that are quickly becoming popular.

2.2.1 Supported Notification Mediums

Each alert notification medium described below will be supported in the initial release of GARNET. Coordination between the GARNET development team and the existing GSFC teams that manage the GCCTV and fire alarms will be a critical element to the success of the initial GARNET release.

2.2.1.1 Computer Desktop: The GARNET Client

A large number of personnel at GSFC sit at a computer to do much of their work during the day, so the computer provides an excellent way to contact people quickly. One of the key benefits of notifying people via their desktops is the ability to require a person to acknowledge the alert.  When a critical alert is received, a window will pop up in front of all the other windows on the user’s desktop. The user will have to minimize or close the window in order to continue working. This quality is advantageous for a notification mechanism because we know users will receive and must acknowledge a critical alert; whereas a TV or radio may be on the incorrect channel, and E-mail must be checked at the user’s convenience. 

The other very powerful part of this notification medium is the ability for subsets of people who are not geographically organized to receive alerts that affect them. Many alerts handled by the GARNET system may not be geographically organized. For example, there may be a few categories of messages associated with IT resources around the GSFC campuses. A lower priority IT announcement explaining that particular servers will be unavailable due to maintenance upgrades will only affect people who access the server. The users of the servers may not be geographically grouped together; however, all the users would find this information very useful. In this case, it does not make sense to ring the fire alarms or broadcast to all of GSFC across the GCCTV network.

The desktop GARNET client will be configurable by the user so they can designate how they would like to be notified based on the alert category and severity. For example, the most critical alerts will pop up a full size window on the desktop and play a sound. Other less critical alerts may play a less intrusive sound, a smaller window could pop up, or the GARNET client system tray icon may change color. 

The desktop GARNET client will probably be the most used notification medium, due to the flexibility described above. However, there are also some weaknesses for this medium, including network and power outage vulnerabilities as well as the fact that not everyone uses computers on a regular basis. Some of the other alert mediums that will be supported in the initial GARNET release, such as fire alarms, and alphanumeric paging, can be used during these situations to handle the most critical alerts.

In addition to receiving notifications, the GARNET client will be capable of allowing the user to review older alerts. Perhaps the user was away from his/her desk, or just needs some details about an older alert, such as road closing dates or IT maintenance. The GARNET client will open a Web browser for the user to enter search criteria and view the details of earlier alerts.

For details explaining specifically how the GARNET client receives notifications please refer to section 3.2.

2.2.1.2 GSFC Greenbelt CCTV 

The GSFC Greenbelt campus has the CCTV network that provides an excellent way to communicate with personnel located in hallways, cafeterias, and other public areas. Currently, the CCTV network is not used as a communication medium to reach personnel during an emergency. However, we understand that there are personnel who specifically work with the CCTV network on a full-time basis. 

After a brief investigation, it is our understanding that GARNET could integrate with the CCTV network by providing a signal that conforms to requirements of the National Television Standards Committee (NTSC). The GARNET prototype demonstrated how an alert could be displayed on a TV. Specifically, the prototype output a NTSC signal to a television that was directly connected to a computer running GARNET. 

The prototype demonstrated the basic way to integrate with the Greenbelt campus CCTV. However, to our knowledge, there is currently no automated means to integrate an NTSC signal with CCTV. We understand there is a switchboard, through which someone manually feeds NTSC signals to the appropriate CCTV channels. To provide an initial integration between GARNET and Greenbelt’s CCTV network, the CCTV personnel could use the GARNET client. When the GARNET client receives a life-threatening or campus-wide alert, the CCTV personnel could switch all of the channels in the GSFC CCTV network to GARNET’s NTSC signal. Only the most critical alerts, such as building or campus evacuations would be broadcast using CCTV. We will investigate in the future how to automate the process of sending GARNET NTSC signals across Greenbelt’s CCTV network.

2.2.1.3 Alphanumeric Pager and Digital Phone with Text Messaging Support

Many people, such as security and facilities personnel, are often very mobile around the GSFC campuses. Text messaging via pager and digital phone provides a convenient way to contact people who are not at their desks, in addition to those who are hearing-impaired. The initial version of GARNET will provide integration to send alert text messages to alphanumeric pagers and digital phones that support an E-mail gateway. Nearly all service providers for alphanumeric pagers and digital phones provide an E-mail interface to dispatch a text message. All users will be able to register their pager and/or digital phone E-mail address with GARNET. Please see section 2.3 for more details about GARNET user profile settings.

2.2.1.4 Greenbelt Campus Fire Alarm and Strobe Light Integration

There is an existing system at the Greenbelt campus that provides a centralized way to evacuate by building through the use of existing fire alarms and strobes already wired around the campus. It is our understanding that Building 24 acts as a 911-dispatch center, and is the centralized place through which the Greenbelt campus can contact outside emergency services such as police, fire, ambulance, etc. Currently, a person monitors Building 24’s dispatch center twenty-four hours a day, seven days a week. 

To integrate with this existing dispatch center, the GARNET client will initially be installed on a computer(s) used by the people actively monitoring it. Additionally, the person on duty could have a digital phone or alphanumeric pager registered with GARNET. When a critical alert that requires evacuation is received, the person on duty will receive the alert and will be able to activate the fire alarms and strobe lights on a per building basis.

In a future version of GARNET, it may be possible to automate the activation of the fire alarms and strobes. Additionally, we will investigate how to contact local authorities and emergency personnel automatically when appropriate.

2.2.1.5 E-mail

The initial release of the GARNET system will provide support to notify people via E-mail. Some digital cell phones and PDAs provide the ability to receive E-mail. The major weakness of notification via E-mail is the dependency on a user to read the E-mail. However, E-mail is very popular and most people have an E-mail account. This medium could be used to contact people at home with information such as campus closings. 

2.2.2 Notification Mediums Under Investigation

There are numerous other notification mechanisms that GARNET could use. We will investigate the feasibility of including the following existing systems into the GARNET alert system.

2.2.2.1 Light Emitting Diodes (LED) Moving Signs

The Goddard Greenbelt campus currently has a few LED signs. LED signs are relatively inexpensive and would provide a mechanism to communicate effectively with personnel outdoors on both the Wallops and Greenbelt campuses. For example, during an evacuation, they could be placed at designated gathering points, and provide instructions such as an appropriate evacuation route off campus. 

2.2.2.2 Public Announcement (PA) Systems

PA systems provide a good mechanism to contact people outdoors and in other public areas. The GSFC Wallops campus has an existing PA system. We will examine the feasibility of integrating GARNET with the existing PA system at WFF.

2.2.2.3 Wireless Mobile Systems

Wireless devices such as PDAs are becoming widely used, and are good communication tools that could be used to receive and create alerts. During the initial phase of GARNET development, we will ensure that the architecture will be able to support integration with these wireless devices. 

2.2.2.4 Phones

Phones provide a good way to contact a subset of people during an emergency. Section 2.1.3.3 provides information on how phone support could be added to GARNET.  

2.2.2.5 Others

We have only briefly investigated current systems on the GSFC campuses with which GARNET could integrate. During the initial phase of GARNET analysis, we will investigate other existing systems available at the Wallops and Greenbelt campuses. 

2.3 User Profiles

Each user will have a profile stored in the GARNET database. A user profile contains user notification rules and category subscriptions.

2.3.1 User Notification Rules

Notification rules specify how a user wants to be notified of alerts based on category and severity. Some examples include:

· A user may wish to be notified via pager and computer desktop for critical alerts.

· A user may wish to receive E-mail for all IT categorized alerts.

· A user may wish to have the GARNET client act differently based on alert category and severity. For critical alerts they may choose to have an obtrusive window pop up and play a sound. For informational alerts, a user may wish to have a Windows system tray icon change color. 

During the analysis phase of the project, we will determine the specific capabilities GARNET will provide to a user to specify notification preferences.

2.3.2 User Category Subscriptions

User subscriptions provide users the ability to specify the alert categories they are interested in receiving alerts for. Below, we provide a table that outlines two example user category subscriptions. 

	Category 

r represents a restricted category
	User A
	User B

	Greenbelt Campus
	Critical
	All

	IT
	Critical
	Critical

	Weather
	
	Critical

	Facilities (road closings)
	Critical
	

	Bldg. 24
	All
	

	IT r
	
	

	Facilities r
	All
	


Figure 6: User Subscriptions

The table above presents two fictitious users, User A represents a Greenbelt facilities employee, and User B is any typical user. Not only can a user subscribe to a category, they can specify a severity interest level as well. For example, User A is interested in being notified of Greenbelt Campus alerts that are critical and is also interested in receiving all Bldg. 24 alerts. Furthermore, the table above illustrates the notion of restricted categories. A restricted category will only be available to a subset of personnel. For example, the facilities, IT, and security personnel may wish to use GARNET as an internal alerting system. For example, if an operating system security patch has just been released, an internal IT employee may wish to alert other IT employees.

2.4 GARNET Administration

The GARNET system will provide the ability to perform administrative tasks associated with managing users and alert categories. The list below presents typical administrative tasks.

· Create/Delete/Edit Users

· Create/Delete/Edit Alert Categories and Assign Restrictions

· Grant User Privileges

We envision different types of users. For example, some users will have privileges to create new categories but will not be able to grant user privileges. Some users will be able to create alerts for particular groups and not for others.

We would like to automate the creation and deletion of user accounts. Specifically, we will investigate if these tasks can be integrated with existing systems that perform other administrative tasks such as E-mail account maintenance.

During the analysis phase of the project we will investigate the policies surrounding the use of the administrative portion of the GARNET system. Sample topics include: 

· Who will have administrative privileges?

· How will users’ permissions be managed?

· What is the process to create a new category?

· How many people will be able to generate alerts?

3 System Architecture

The GARNET system is a combination of a highly secure, highly available, centralized system and a distributed system.  The heart of GARNET is the central system, where alerts originate, users and clients are tracked, and notification recipients are determined.  Also, certain notifications are handled at the central system level, such as E-mail, pagers, and phones.  Many alert systems, such as closed circuit television, fire alarms, and LED displays, exist already and cannot physically be moved to the GARNET central system.  In addition, desktop users across the campus need to be notified.  GARNET provides a secure, reliable mechanism for notifying these remote systems. 
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Figure 7: System Architecture

3.1 Central System

The central system of GARNET is the core of the system.  Users connect to the central system to indicate what alerts they are interested in, and all user and other client information is stored at the central system.  All alerts are entered through the central system via several possible means.  Once alerts are entered, the system determines which users and clients need to be notified, and performs the notification.

The central system is broken into several logical parts.  The system has a bank of Web servers handling all Internet traffic.  The Web servers deliver the Web pages for all the Web applications (such as sending an alert).  The application servers sit behind the Web servers, perform all computing, and initiate all action in the system.  The database stores all user profile and alert configuration data.

All parts of the central system will be replicated so that any machine can go down without debilitating the whole system. 

3.1.1 Firewall

The firewall is the first line of security for the central system, as all Internet communication to the central system must come through the firewall.  The firewall divides the central system into two areas, a super-secure area where all data resides and all processing takes place and a slightly less secure area called a DMZ (as in de-militarized zone).  The firewall does not allow any computer coming in off the Internet to access a machine in the secure area, making it impossible to hack directly into any secure machines.  The database and application servers are put in the secure area.  The firewall will allow computers on the Internet to access machines in the DMZ, and the Web servers reside there to communicate with the outside world.  Machines in the DMZ are allowed to communicate with the secure area.  The firewall also places restrictions on what type of communications can occur.  The firewall can allow HTTP access, a relatively safe protocol, to the DMZ from the Internet, but will prevent access through more dangerous protocols like FTP or telnet.

This strict protection at the network level removes many security threats that exist in the server machines’ operating systems and applications.

3.1.2 Web Servers

The bank of Web servers will be running Apache HTTP servers to communicate with the outside world.  These servers will host all Web applications, including the Web interface for users to set up what alerts they are interested in and the Web interface for generating an alert.  The other interfaces (desktop application, cell phone, PDA) will also communicate through the Web servers but will use Web services and WML (wireless markup language) rather than Web pages.  Clients who must poll the central system for alerts (described more in section 3.2) will communicate with the Web servers using HTTP.

When the Web servers need to perform actions, they communicate with the application servers using HTTP.  

3.1.3 Application Servers

The application servers are responsible for all processing in the system.  They will be running a replicated JBoss EJB server.  The application servers provide all logic behind the Web applications.  They receive user actions from the Web servers, analyze the actions, determine responses, generate the appropriate Web pages, and return the Web pages to the Web servers, to be sent to the users.  When cell phones or PDA’s connect, it will be the same process, only the phones and PDA’s will use WAP (wireless application protocol) to connect, and the application server will generate WML pages.  When the desktop client connects, it will use SOAP, which is a protocol that passes XML (extensible markup language) over HTTP.  The application servers will generate XML to return to the desktop client.

When an alert comes in, the application server must determine which clients need to be notified and must notify them.  The E-mail and paging notifications can be done with an E-mail server running on the application servers.  If automated phone calls are made, the application servers will use special software and hardware to interface with phone lines.  The application servers can directly notify any desktop clients that are not behind firewalls.  They must also notify the Web servers of a new alert for the desktop clients behind firewalls.

3.1.4 Database

All user profile information is kept at the central system.  This allows users to move from computer to computer or away from any computer and still receive alerts.  The database stores all users’ accounts, what alerts they are subscribed to receive, and how they need to be notified.  The database will also hold a registry of which client applications are currently registered and online.  The application servers access the database to store and retrieve this information.

The database servers will be running a replicated Postgres database.

3.2 Desktop Clients

The desktop client will be the main medium by which people who work at computers will be notified.  Every desktop at Goddard will have a small GARNET program configured to run automatically.  When a user logs in, the GARNET desktop client connects to the central system and registers the user as online.  It will also automatically subscribe to any alerts specific to the building or floor where the computer resides.  Whenever an alert is created, the central system determines if that user should be notified of a particular alert, and if so, notifies the desktop client.

The client will be capable of signaling an alert in several ways, ranging from unobtrusive (e.g., appearing as a specific symbol in the Windows system tray) to unavoidable (e.g., appearing in a pop-up window that obscures the entire computer screen). The pop-up window will not destroy anything the user is currently working on when the alert is received.

All communication with the central system will be over a secure Internet connection.  Digital certificates will be used to ensure that the desktop client is connecting with the central system and not a malicious entity pretending to be the central system, and encryption will be used to prevent malicious entities from modifying the communication content.

When the desktop client first registers with the central system, the central system will test whether it can connect to the desktop, or if a firewall or address translation is preventing access.  If it can connect, the client need only send periodic reregisters on the order of every hour to ensure that it is still running.  When an alert comes in, the central system will contact the client and deliver the alert.  If the central system cannot connect, the desktop client will need to periodically connect to the central system to ask if any new information has arrived.  This is called polling.  The clients will poll the central system on the order of every minute to check if there are any alerts that the client needs to know about.  All this will be transparent to the user and administrator of the desktop machine.

All clients, including the desktop client, will be able to connect to more than one GARNET central system.  Only a single central system is envisioned for the Greenbelt campus but should a Greenbelt employee wish to connect to the GARNET system on the Wallops campus or any future GARNET systems, the desktop client will support this.

The desktop clients will run on all Windows operating systems: Linux, Mac OSX, Sun Solaris, HP HPUX, and SGI Irix.  Desktop clients will be thoroughly tested on each platform before they are made public.  We will investigate the possibility of desktop clients automatically updating themselves with newer versions in the event of a security patch or upgrade.

3.3 Other Notification Clients

GARNET also plans to broadcast alerts using closed circuit television, and plans to investigate using other existing communication systems such as LED signs and fire alarms.  These existing systems will have their own controlling computers geographically separated from the central system.  GARNET will build custom clients to interface with these existing controllers, but will use the same notification mechanism and the same secure communication as the desktop client.

3.4 Performance Capabilities

GARNET must be working 24x7 and never exhibit failure or overly degraded performance.  GARNET will accomplish this by having multiple instances of every machine.  Running modules of the system on multiple machines protects the system from machine failure, enables machine maintenance, and allows the system to handle higher peak loads.

Every part of the central system described in section 3.1 (firewall, Web servers, application servers, and database) will have replicated software running on multiple machines.  Replicated software means that the software running is aware of the other instances and will share state information, so that if one machine goes down, the other can take over without loss of state or data.  If any machine should fail, the GARNET system will continue to operate, though not with the same peak performance.  This also allows for machines to be taken offline to upgrade system software and operating systems, which is a cheaper option than using software that can be upgraded while still running.

The dominant load on the system will be the polling and reregistering of desktop clients.  The peak load will be when an alert needs to be sent to all desktop clients.  Goddard has an estimated 30,000 computers, of which no more than half are desktop computers where employees sit and are regularly logged in.  A small minority of those will be behind a firewall or private network (we estimate one sixth or 2,500) and will need to poll the central system every minute.  The other 12,500 machines will only need to reregister every hour.  This requires 50 connections per second or, assuming the load drops significantly during nighttime hours, 2 million connections per day.  However, these connections are SOAP requests and will be a single HTTPS hit, in contrast to a Web page that usually requires many hits for separate frames and images.  Also, most of the polls will be handled by the Web servers and will not affect the applications servers.   A moderately priced server or a high-end desktop machine purchased in 2002 can handle 1-2 million hits per day.  GARNET plans to use three Web server machines.

When an alert is created, the application servers will notify all clients.  If a general emergency alert was created that needed to reach every person at Goddard, GARNET would need to notify 15,000 machines within five minutes (or some agreed-upon maximum time). A single moderately priced server will be able to handle the 50 connections per second required, and the application servers will be equipped with RAM disks to be able to send 50 E-mail messages per second in the event of an alert requiring mass E-mailing.  GARNET plans to use two application server machines.

The GARNET system will not be database intensive.

GARNET will be able to guarantee 99.9% availability with an average response time of 1 minute and a worst-case response time of 5 minutes. In the event of a critical emergency, the CCTV and fire alarm system will be notified first, and therefore the response time will be on the order of seconds.

3.5 Risk Assessment

GARNET’s distributed nature does open it to potential problems that completely centralized systems do not have.  GARNET is very dependent on the

Goddard network.  If the network is down in parts of the campus, the desktop clients in that area will not be notified; however, they may still be reachable via CCTV or alphanumeric pager.  To minimize this risk, we are ensuring an alert can always be dispatched. An operator who is physically at the central system can log in directly to the console and enter alerts.  Critical clients, such as the closed circuit TV, will be located in the same building as the central system, minimizing the chances that a Goddard network problem will prevent the central system from getting an alert to the TVs. 

The central system will be able to defend itself from denial of service attacks, but any single client could be targeted in an attack and would not receive alerts during the attack.  This is a very small risk.  We believe that denying a single computer access to GARNET is not a likely target, and it is not feasible to run enough single computer attacks to significantly reduce GARNET’s coverage.  The identity of critical clients, such as the closed circuit TV and paging system, will only be known to GARNET operators and will be given defenses against denial of service attacks. 

Other risks include political issues with allowing existing emergency systems to be controlled by GARNET and ensuring that GARNET clients are installed on all needed machines.
3.6 Security Plan

The GARNET security plan will involve a combination of technical defenses, documented procedures, and identification of staff responsibilities.  GARNET will comply with NASA’s NPG2810 security guidelines and will provide a system secure from outside attack and internal misuse.

The technical defenses start with the firewall, which will allow access only to the Web servers and only using HTTP/HTTPS. This reduces the security risk to only the risk associated the Apache Web server software.  A GARNET system administrator will be responsible for keeping up to date on Apache security patches and installing them promptly to protect against computer worms and hacking through discovered security holes.  Using HTTPS authentication and encryption ensures that the clients are talking with the central server and that communication is unaltered.

GARNET will impose strong password rules for anyone who can create an alert, and will require stronger authentication, such as smart card or S/Key, for anyone who can send system-wide emergency alerts.  There will be documented procedures for how a person obtains the ability to send alerts, as well as for how a person obtains the ability to give others the ability to send alerts.  There will also be documented procedures for getting system administration access to the GARNET system, and all administrative access will require strong authentication.  There will be a documented response procedure in the event of a system failure or security incident.

GARNET will require on average the half-time effort of a system administrator and a security administrator.  The system administrator will be responsible for keeping all software including the Apache servers, EJB servers, database, firewall, mail system, and operating systems on all machines up to date with the latest security patches.  The security administrator will review all logs for suspicious behavior and perform an audit of the system one to two times per year.  The audit will be formally scheduled, will test that procedures are being followed and that the security is effective, and will document the audit to be reviewed by a security manager. Some of the security tasks could be contracted to an outside consultant to ensure objectivity. 

A NASA security manager will review the GARNET security plan before it is implemented. 

4 Schedule and Implementation Plan

We plan a 1.75-year development and deployment effort, using a phased approach to implementation and deployment. The level of integration between GARNET and existing alert systems may be a limiting factor on what can be done in two years with a small staff. The following schedule will be refined during Phases 1 and 2:
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4.1 Phase 1: Analyze and Design 

The first phase can be broken into two main areas of work and is expected to take four months to complete. The first part will be to determine specifically what will be built for the initial GARNET release. The following will be addressed during this phase:

· Determine what the existing systems are at both the Greenbelt and Wallops campuses. We will coordinate with Wallops and Greenbelt Code 200 so as not to duplicate effort.

· Decide what existing systems GARNET will integrate with for its initial release. Determine how they will integrate.

· Decide if/how GARNET will integrate to receive alerts from the NWS, CDC, NOAA, Maryland Transportation Authority (MTA), etc. Investigate E-Alert.

· Determine the GARNET system administration policies and tasks.

The second part to this phase includes the detailed system architecture, design, and security plan. The following will be delivered upon completion of this phase:

· Concept of Operations Document that specifies high-level system functionality and goals

· Use-Cases and Requirements Document that specifies details of the system capabilities

· Architecture and Design Document(s)
· Security Plan Document
· Requirements and Design Review Meeting

4.2 Phase 2: Implement and Test Basic System

During the second phase, the base system will be implemented and deployed to a test environment. We will follow standards outlined in a System Development Guidelines document. Base system construction is expected to take approximately four and one-half months and includes the following:

· The system will provide the ability to create and submit alerts.

· The system will provide the ability to subscribe to alert categories.

· The system will be able to notify recipients via computer desktop (PC only), E-mail, and pager.

· The system will be able to generate alert NTSC signals for future integration with NASA CCTV. 

· The system will provide the ability to perform administrative tasks such as:

· Creation/Edit/Deletion of users

· Creation/Edit/Deletion of alert categories

· Granting privileges to users

· Applying category restrictions

· Testing and Integration Procedures will be documented.

· User manual will be documented.

After base system construction, GARNET will be deployed to Bldg. 23. Deployment to Bldg. 23 is expected to take approximately two months and will include a training instruction session for users.  Initial deployment will be for beta testing. During beta testing, GARNET will be available for use to a subset of personnel from Bldg 23, most likely Code 588. Upon completion of beta testing, the system will be fully operational and free of critical bugs. After beta testing, GARNET will be deployed to the remainder of personnel within Bldg. 23 for continued testing. 

4.3 Phase 3: Deploy Servers and Test System

Phase 3 encompasses two main efforts and is expected to take two months. First, we will add GARNET desktop client support for Mac, Linux, Unix, and Solaris. Second, we will roll out GARNET to a building on the East Greenbelt Campus for more thorough system testing. During this deployment the machines will be moved from Bldg. 23 to 3/14. After deployment we will provide a training day for new users. The security plan and incident response procedures will be refined and tested during this phase.

4.4 Phase 4: Deploy to Greenbelt Facility

Phase 4 will be the period when we deploy to the remainder of the Greenbelt campus.  This phase is expected to take four months and includes the following:
· We will provide a training session for authorized alert creators and those with privileges to perform administrative tasks.

· Personnel will receive training materials and potentially will be required to take a SOLAR training course for the GARNET system.

· The system will be integrated with Greenbelt’s CCTV and fire alarm system. 

· GARNET Installation and Maintenance will be documented.

4.5 Phase 5: Deploy to Wallops Facility

During the final phase, we will deploy GARNET throughout the Wallops facility. Note that the Wallops Flight Facility includes the Wallops Main Base, Wallops Island and Wallops Mainland, covering a total of 6,200 acres. This effort is expected to take three months and includes the following:

· We will provide a training session for authorized alert creators and those with privileges to perform administrative tasks.

· Personnel will receive training materials and potentially will be required to take a SOLAR training course for the GARNET system.

· Wallops will receive support for alert notification via desktop, E-mail, and alphanumeric pager.

· PA system, fire alarm, and TV integration is contingent on requirements determined during Phase 1.

5 Cost of GARNET Development

The estimated costs are summarized and detailed according to the major phases of the project. The cost estimates will be refined during Phase 1.

COST ESTIMATE SUMMARY

Year 1

	Phase
	Days
	Labor
	ODCs
	Cost

	Phase 1
	80
	$120,791
	$18,240
	$139,031

	Phase 2
	130
	$226,755
	$49,500
	$276,255

	
	
	
	TOTAL YR1
	$415,286


Year 2

	Phase
	Days
	Labor
	ODCs
	Cost

	Phase 3
	80
	$132,386
	$31,900
	$164,286

	Phase 4
	80
	$90,247
	$5,000
	$95,247

	
	
	
	TOTAL YR2 
	$259,533

	Phase 5 (optional)
	120
	$129,007
	$18,500
	$147,507


COST BROKEN OUT BY PHASE

Phase 1: Analyze and Design, 80 days

	Skill Level
	Hours
	Cost

	Sr. Systems Architect
	320
	$31,286

	IT Security Specialist
	320
	$26,558

	Software Engineer
	640
	$44,296

	Data Technician(s)
	480
	$12,730

	Project Manager
	64
	$5,921

	
	LABOR SUBTOTAL
	$120,791

	
	Hardware & ODCs
	$18,240

	
	TOTAL ESTIMATE
	$139,031


Phase 2: Implement and Test Basic System, 130 days

	Skill Level
	Hours
	Cost

	Sr. Systems Architect
	260
	$25,420

	IT Security Specialist
	208
	$17,263

	Sr. Software Engineer
	1040
	$81,785

	Software Engineer
	1040
	$71,980

	Data Technician(s)
	780
	$20,686

	Project Manager
	104
	$9,621

	
	LABOR SUBTOTAL
	$226,755

	
	Hardware & ODCs
	$49,500

	
	TOTAL ESTIMATE
	$276,255


Phase 3: Deploy Servers and Test System, 80 days

	Skill Level
	Hours
	Cost

	IT Security Specialist
	128
	$10,623

	Sr. Software Engineer
	640
	$50,329

	Software Engineer
	640
	$44,296

	Data Technician/Creative
	800
	$21,217

	Project Manager
	64
	$5,921

	
	LABOR SUBTOTAL
	$132,386

	
	Hardware & ODCs
	$31,900

	
	TOTAL ESTIMATE
	$164,286


Phase 4: Deploy to Greenbelt Facility, 80 days

	Skill Level
	Hours
	Cost

	IT Security Specialist
	128
	$10,623

	Sr. Software Engineer
	320
	$25,164

	Software Engineer
	640
	$44,296

	Data Technician/Creative
	160
	$4,243

	Project Manager
	64
	$5,921

	
	LABOR SUBTOTAL
	$90,247

	
	Hardware & ODCs
	$5,000

	
	TOTAL ESTIMATE
	$95,247


Phase 5: Deploy to Wallops Facility (Optional), 120 days
	Skill Level
	Hours
	Cost

	IT Security Specialist
	192
	$15,935

	Sr. Software Engineer
	480
	$37,747

	Software Engineer
	960
	$66,444

	Project Manager
	96
	$8,881

	
	LABOR SUBTOTAL
	$129,007

	
	Hardware & ODCs
	$18,500

	
	TOTAL ESTIMATE
	$147,507


The hardware cost includes the machines necessary for development and deployments to the Greenbelt and Wallops campuses. We expect to need nine machines per deployment (Three Web servers, two firewalls, two Web application servers, two database servers). Note: Server count is an estimate only. It will be determined in Phases 1 and 2. Price per server may vary greatly--these are maximum expected costs. We anticipate that low-end servers will be able to handle the expected network traffic. 

The COTS software cost is an estimate that will be revised in Phase 1. Software costs estimates include items such as virus protection packages, a digital certificate for security, technical support, and other development software packages. Software costs have been minimized since we will be using free software packages under GNU licenses including: Postgres database, application server, Web server, and load testing.

5.1 Recurring Annual Costs, Year 3 and Beyond

The following table assumes that existing System Administrators and IT Security personnel will handle the maintenance and periodic security reviews.

	Skill Level
	Yearly FTE
	Cost

	Greenbelt System Administrator
	0.5
	To Be Determined

	Wallops System Administrator
	0.5
	To Be Determined

	IT Security Specialist
	0.5
	To Be Determined

	
	LABOR SUBTOTAL
	

	
	Technical Support
	$5,000

	
	TOTAL ESTIMATE
	$5,000


Each campus will require a part-time system administrator to handle tasks such as machine maintenance, upgrades, and security patch installations. A part-time IT security specialist is needed to handle tasks such as audits and GARNET log reviews. Red Hat Linux support will be needed at both campuses, estimated to cost $5,000 total. GARNET maintenance for things such as user and alert category management will be determined during Phase 1.

6 References

1. Federal Emergency Management Agency, http://www.fema.gov/pdf/library/bizindst.pdf
2. Dialogic Communications Corporation, http://www.dccusa.com/aboutus.html 

3. E-Alert USA, http://www.ealertusa.com/what.htm
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