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Section 1 
Introduction

1.1 Purpose

This document is intended to describe the plan for the development of the Sensor Web Application Prototype (SWAP).  The SWAP is aimed at providing an initial engineering proof-of-concept prototype highlighting leading edge technologies for a Sensor Web involving a real science scenario.  This document describes at a high level the project and the process by which the prototype will be developed.

1.2 Background

NASA’s Earth Science Enterprise’s (ESE) Earth Science plans to revolutionize our knowledge of the Earth’s environment with the development and future deployment of Sensor Webs.  A Sensor Web is a collection of disparate sensors that collaborate with one another to become a single operating unit. The use data from each other to affect their own operation as well as make decisions about the operation of other sensors in the web.  By allowing the sensors themselves to make decisions, a sensor web will be a much more dynamic environment to handle real-time events in an efficient manner, thereby increasing opportunistic science and reducing the time it takes to respond to a phenomenological event such as a flash flood or gamma ray burst.

The cooperative nature of the Sensor Web will allow multiple sensors measuring different scientific parameters to share information and predict events such as a flash flood.  The dynamic, autonomous behavior of a Sensor Web will yield significant improvements to system “response times” for both natural and human-induced phenomena. It will also offer greater opportunities for Earth Science data fusion and synthesis, which will yield new and scientifically-richer environmental products. Sensor Webs will pose technological challenges in the areas of wireless networking, the small computing environments required for monitoring and collecting the data, and advanced software techniques for controlling disparate, distributed sensors.  

1.3 Product Plan Review & Update

This plan represents the living history for this project. It will be continuously updated in order to keep a record of the progress and direction of this project. This plan will be reviewed at least once every six months during the life of the project. This will ensure that Code 588 management is aware of the status and direction of this project and allow them to make modifications to the project if necessary.

1.4 References

[1]
Sensor Web Application Prototype Scenario

[2]
Sensor Web Application Prototype Architecture Document

Section 2 Customer Agreement / Strategic Alignment

This section describes the agreement between Code 588, their customers, and the SWAP development team, including those issues related to requirements, deliverables and maintenance.

2.1 Customer Identification

2.1.1 Committed Customers

The Earth Science Technology Office (ESTO) of the Earth Science Enterprise (ESE) is funding this project.  ESTO is looking for an engineering proof-of-concept prototype to demonstrate candidate technologies and architectures in the sensor web arena.  ESTO frequently funds prototyping projects.  This project will follow the standard ESTO prototyping process in regards to reporting status and results.

2.1.2 Potential Customers

A Sensor Web steering committee is being established to help identify potential new customers and to provide a roadmap for the future sensor web prototypes.  These new customers will include scientists in both the earth and space science disciplines.

2.2 Customer Goals and Objectives

The following list defines the needs of the customer(s):

· Scientists need a system or set of systems that can react quickly to identified phenomenon in order to maximize the science data that is obtained for that phenomenon.

· This system needs to use algorithms identified and/or written by the scientists to detect features or events and notify other components (sensors) within the system in order for these other sensors to collaborate and react to the information provided.

It is believed that a sensor web satisfies the needs of the customer through a cohesive network of collaborative sensors and computing platforms which communicate and interact in order to influence each other’s behavior and the resulting science data captured. The projected benefits to the customer of a sensor web are:

· A sensor web increases the efficiency of sensor and plaform resource utilization.

· A sensor web increases the ability of sensors to rapidly respond to dynamic events.

· The measurement capabilities of an integrated sensor web are greater than the sum of its individual parts.

The goals and objectives for SWAP as a first step in prototyping a sensor web are:

· Provide a proof of concept and feasibility of sensor webs.

· Identify near-term sensor web implementation issues and challenges

· Identify technology gaps where additional research will be required to achieve the sensor web goals.

· Assessment of a candidate software architecture.

2.3 Requirements

SWAP is the first iteration of an iterative development effort that will evolve towards a more complex Sensor Web system. This prototype will develop a network of 7 sensors located on the ground.  Initially, our goal is to create a distributed Sensor Web on the GSFC campus to measure, capture, and process meteorological data using COTS rain gauges and weather stations.  Locating the Sensor Web on the GSFC campus will allow us to more easily simulate meteorological conditions and troubleshoot issues with the hardware and software. Experiments with more geographically dispersed sensors will be explored as time permits.

The prototype will explore a candidate architecture of COTS and GOTS hardware and software. The sensors will be COTS rain gauges and weather stations.  The rain gauges will be used to measure rainfall amounts and rain rates, and the weather stations will be used to measure wind speed  during rain events.  Algorithms that use the wind speed and rainfall data will be applied to initiate mode changes in the sensors.  The more detailed science scenario that must be supported by this prototype is documented in [1].

The sensors will be monitored by GOTS software running on small commercial processors co-located with the sensors.  The primary software product that will be used in this iteration is Code 588’s Instrument Remote Control (IRC) (refer to http://pioneer.gsfc.nasa.gov).  The multiple instances of the IRC software will communicate using wireless IP communications provided by the OMNI project (refer to http://ipinspace.gsfc.nasa.gov/).  In order to implement this architecture, commercial processors (PC/104s) will be purchased, an operating system specially designed for embedded devices (a flavor of Linux) will be loaded, and IRC software will be repackaged to run within this smaller computing platform environment. Instrument specific algorithms will be implemented to monitor the sensor data and interact with the algorithms on the other sensors. To ensure that a scientifically meaningful scenario is utilized, we will collaborate closely with GSFC Research Meteorologist, Dr. J. Marshall Shepherd of the Mesoscale Atmospheric Processes Branch, Code 912, Laboratory for Atmospheres (Earth Science Directorate).

The final demonstration of the prototype will include the following aspects of a Sensor Web system:

· Sensor Collaboration - Multiple sensors which work cooperatively toward a common goal as if they were a single “virtual instrument”.  These multiple sensors will be of different varieties to demonstrate that the system can be adapted easily to new sensor types. 

· Dynamic cause-effect relationship between sensors - During the demonstration we will initiate a scenario in which one sensor detects a condition which causes changes with one or more other sensors.

· Dynamic reconfiguration - New sensors can easily join the web.

· Remote Monitoring - We will show how the Sensor Web can be monitored using the IRC software.   

This prototype will yield an engineering proof of concept and identify the issues related to moving this Sensor Web into more complex atmospheric or space-based environs. Future iterations will expand this concept into a cooperating web of sensors on the ground and air.  These future iterations will allow us to expand the scenario into a more scientifically meaningful set of scenarios which will include incorporation of more complex instruments and logic.

2.4 Deliverables

Table 1 shows the deliverables for the SWAP project and the delivery dates.

Table 1: Deliverables and Delivery Dates
	Deliverable / Milestone
	Date

	Sensor Web Prototype Plan Document 

Sensor Web Application Prototype Scenario Document

Sensor Web Application Prototype Architecture Document
	Aug 2001

	Hardware setup of at least 2 sensors
	Sep 2001

	IRC specialized for rain gauges and weather station
	Oct 2001

	IRC installed and running on small processors
	Nov 2001

	Expansion of system to 3-5 sensors
	Nov 2001

	Demonstration and End of Year Report & Review
	Dec 2001


2.5 Necessary Customer Training

This prototype is not being turned over for use, therefore training is not required.

2.6 Medium for Product Delivery

The source code or executable objects is not being turned over for use, therefore delivery of this type of data is not required.  All documents will be submitted by e-mail to the customer.

2.7 Product Destination

This prototype is not being turned over for use.  A demonstration will be held at the end of the project at which time, the code will remain in the IRC baseline until requested by the customer.

2.8 Post Delivery Maintenance

This is a proof-of-concept prototype and thus post delivery maintenance is not considered at this point.

2.9 Customer Supplied Elements

There are no expected customer supplied elements for this project.

2.10 Customer Involvement

Monthly financial reports and bi-monthly technical reports will be submitted to the customer as specified in their processes. 

2.11 Customer Communications

See 2.10 Customer Involvement.

2.12 Authority for Changes

The Project Manager will have the authority to change initial allocations of duties and funding to the individual contractors.  He will also set the direction of the project and approve the project plan and scenario.  Any increases in overall funding or changes in schedule would have to be approved through ESTO, although this is not likely to happen or be needed at this time.

2.13 Acceptance Criteria

Not applicable to an engineering prototype.

2.14 Customer Agreement Review and Update Process

Refer to section 2.10 Customer Involvement for information on the process for reviewing items with the customer(s). 

2.15 Mapping to the Information Systems Center’s Technology Focus Areas

TBD

2.16 Related Efforts and Research

2.16.1 JPL: Sensors in the Garden 

2.16.2 Input from Representative Customers

Dr. J Marshall Shepherd will be acting as the project scientist on this project.  He will review the science scenario and provide any science background information required by the developers.

The Sensor Web steering committee formed by 580 will also be consulted as necessary.  The project team will be represented on this steering committee and thus will be able to hear first hand the direction of the future sensor web prototypes.

Section 3 Management Approach

This section describes the management approach that will be employed in the SWAP development effort.

3.1 General Development Approach

The SWAP will hopefully be the first of several iterations of sensor web prototypes.  Since the project is a small proof-of-concept prototype it does not have strict requirements specifications.  The prototype will be built to satisfy a science scenario documented in [1]. The project will be considered successful if the prototype satisfies the scenario, can be demonstrated to the customer, and is completed on time and within budget.

3.2 Resources Needed

The SWAP project is funded for XX FTE Civil Servants and XX Contractor FTE’s on average over the life of the project. 

Each of the participants in the software development portion of the project must be proficient in object-oriented analysis and design and Java programming. Experience with Java 1.2.x is desired.  

3.3 Team Organization 

This section describes the organization and purpose of the SWAP development team.

3.3.1 Team Organization Chart

Figure 1 shows the project organization chart. Section “3.3.4 Roles, Responsibilities, Authority, Accountability of Team Members” defines the specific roles and responsibilities of each person or group of people. The project is organized as an integrated team where contractor employees work side by side with the civil servants on the development staff. Key personnel changes such as project leads or technical leads, will require an update to this project plan.
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Figure 1: IRC Project Organization

3.3.2 Team Charter

The team is responsible for developing a SWAP prototype that satisfies the scenario documented in [1].

3.3.3 Team Scope

The team is responsible for the design, implementation, and integration of the SWAP. 

3.3.4 Roles, Responsibilities, Authority, Accountability of Team Members

Code 588 Project Manager: Responsible for overall direction and monitoring of progress.  Also responsible for software development planning, civil servant staffing and management issues.

OMNI Support Project Lead: Responsible for:

· Ensuring that hardware requirements are met as described in this document, 

· OMNI contractor staffing, 

· Monitoring development phases and providing review and approval as appropriate, 

· Tracking cost and schedule of the OMNI budget, 

Software Project Lead: Responsible for:

· Ensuring that software requirements are met as described in the scenario, 

· Software development contractor staffing, 

· Monitoring development phases and providing review and approval as appropriate, 

· Tracking cost and schedule of the software budget, 

· Communicating requirements to the development team, 

· Assisting with the identification and evaluation of applicable technologies, 

· Leading the detailed design and implementation effort, and

· Supporting the test and integration effort.

Software Developers: Responsible for:

· Design, 

· Implementation and unit testing of software components; 

· Performs integration and test of the software; and

· Fixes defects as they are assigned to them.

3.3.5 Decision Making and Conflict Resolution Process

The Project Manager will have final authority for making decisions as well as, resolving all conflicts that arise during this project.

3.3.6 External Support

None required at this time.

3.4 Team Interfaces

The SWAP team is small and does not have any organizational boundaries that require a process for organizational interfaces.

3.5 Development Facilities

The software contractor facilities house the primary software development environment. Each software team member has access to the CM repository from their desktop whether they are at the contractor site or NASA.  The CM repository will be shared with the Instrument Remote Control (IRC) project team as the Sensor Web is adding algorithms to the library of IRC algorithms.

3.5.1 Modification of Existing Facilities and Schedules

SWAP is a prototype that will not be delivered to any installation sites.

3.5.2 Development of New Facilities and schedules

. SWAP is a prototype that will not be delivered to any installation sites

3.5.3 Physical Security

The contractor maintains network security through a firewall that protects the software CM repository from outside interference or corruption. The NASA personnel or instrument teams needing access to the facility must submit requests through the Software Project Lead.

3.6 Procurement

3.6.1 Procurement Needs and Dates

	Item
	Where?
	Quantity
	Delivery Date(s)

	Rain Gauge
	Code 900
	5
	2 – 9/2001

3 – 11/2001

	Weather Station
	OMNI
	2
	1 – 9/2001

1 – 11/2001

	Processors (PC/104)
	Purchase
	7
	2 – 8/2001

5 – 10/2001

	Flight Modem
	Purchase
	3
	TBD

	Wireless LAN
	Purchase
	2
	TBD

	Satellite Internet Service Provider
	Purchase
	1
	TBD

	Power system
	Purchase
	5
	TBD

	Packaging
	Purchase
	5
	TBD


3.6.2 Reference Procurement Process

Purchases required by the contractor will be first discussed with the Project Manager.  Procurements will be made using the standard GSFC procurement process for hardware and software.

3.7 Team Training Plan

This project is a small, short-term project where all training will be on the job using reference manuals from vendors and mentoring between team members.

3.8 Risk Mitigation

There are a number of risk factors associated with this effort. Management of these risks is the responsibility of the Project Manager in conjunction with the development team.

3.9 Schedules

Refer to 2.4 Deliverables for a discussion of the products being delivered and their delivery date.  The Software and OMNI Project Lead using MSProject maintains detailed project schedules for their respective portions of the project. 

3.10 List of Controlled Documentation

All controlled documentation is placed in the software CM repository. The CM repository holds the list of actual controlled items and tracks versions and dates for each version. Refer to the CM repository to obtain the individual versions of controlled documents.  

Table 2: List of Controlled Document Types
	Controlled Document
	Location in CM Repository

	Project Plan
	IRC\Sensor Web\Project Plan\

	Project Schedule
	IRC\Sensor Web\Project Plan\

	Sensor Web Application Prototype Scenario
	IRC\Sensor Web\Documents

	Sensor Web Application Prototype Architecture
	IRC\Sensor Web\Documents


3.11 Process for Process and Product Metric Analysis

Regular status reports are issued to the customer providing detailed status of the activities of the project.  

Table 3 shows the metrics that will be captured and tracked for SWAP.  These metrics are in accordance with the ISC Product Development Handbook Appendix E (580-PG-87304.1). 

Table 3: Metrics Collected for SWAP
	Metric
	Description
	Location / Instructions

	Milestones
	Major milestones are recorded in the schedule and tracked with planned vs. actual dates.
	Project schedule

	Budget
	Budget is tracked on a monthly basis by the contractor and reported to Code 588 project.
	

	Open Problem Reports
	Software change requests are tracked in the StarTeam tool at the contractor site.
	Run OpenProblems report when in the Change Requests tab in StarTeam.


Section 4 Technical Approach

This section describes the technical approach that will be used to develop the SWAP.

4.1 Software Development Plan

4.1.1 Major Activities

4.1.1.1 Phases

As described in 3.1 General Development Approach, the SWAP is a short-term proof-of-concept prototype.  It does not have a formal development approach since it is primarily an integration effort with only small pockets of software development.  In general, however, it will go through the following phases:

· Planning: Develop science scenario, project plan, and hardware/software architecture.

· Development: Develop the IML and algorithms required to integrate the sensors into a system.  Software simulators will be used to test the software before attempting to port it to the target hardware platform.

· Internal Integration: Integrate the software components with individual hardware components.  This will test one IRC software device with one rain gauge software device as initial testing of the software and hardware integration. 

· System Integration: Integrate the entire web of sensors with their software components. 

· System Test: Exercise the full demonstration scenario using all the required hardware pieces and with simulated events such as rain and wind.

4.1.1.2 Products Associated with Phases

Table 4 shows the artifacts produced at each phase of the life-cycle. 

Table 4: Artifacts Mapped to Phases

	Phase
	Artifact
	Description

	Planning
	Project Management Plan
	This document. 

	Development
	Source Code
	Algorithms that will be integrated with the IRC framework to measure the rain rate and wind speed of the sensors.  This also includes various configuration files such as IML.

	Integration (Internal and External)

System Test
	None 
	Informal testing will be accomplished using the Science Scenario so no test procedures and test reports will be produced. 


4.1.2 Development Methodology

This section describes the methodology that will be employed in the development of SWAP.

4.1.2.1 Methodology

SWAP uses an iterative development approach as described in 3.1 General Development Approach. Each iteration has the phases listed in 4.1.1.1 Phases. 

4.1.2.2  Development Environment

The development environment will consist of a variety of PCs and PC/104s running Windows NT and Linux.  The target host environment for the project is a set of PC/104s running Linux.  The system will first be tested under RedHat Linux on a PC, then will be ported and retested on the PC/104 demonstration system.  This allows for easier fixes of the source code prior to testing in the real demonstration environment.

4.1.2.3 Utilized Standards 

The Java Style Guide provides the coding standards for the project.  The style guide is located at: http://aaaprod.gsfc.nasa.gov/styleGuides/Java/Java.html. 

The EXtensible Markup Language (XML) standard is used to describe the Instrument Markup Language (IML). The IML is implemented using XML version 1.0 (http://www.w3.org/XML/) and will be based upon the XML Schema standard (http://www.w3.org/XML/Schema.html). The XML Schema standard of the W3C (WWW Consortium) is a working draft, but is already heavily supported with tools such as editors and parsers.

4.1.2.4 Utilized COTS Products and Tools 

The following is a list of tools and their uses on the project.

· StarTeam – StarTeam by starbase is and issue tracking and configuration management tool. It is used on the IRC project as the CM repository for source code, documents, and quality records such as meeting minutes.  The issue tracking system is used for tracking action items from reviews or other meetings, change requests against code, and requirements. Although the tool was not specifically built as a requirements traceability tool, the IRC project is using in that capacity since there is a capability to customize the items collected for each “change request”.

· MS Project 98 – MSProject is used to define and maintain the project schedule.

· JPython - JPython is a second, independent implementation of the Python programming language). JPython seamlessly integrates with Java libraries and applications, and is compatible with most Java 1.1 or 1.2 platforms. It is used in IRC to invoke scripts within the framework.  For example, data analysis pipeline elements can be written in JPython rather than in Java.

4.1.2.5 Build Strategy

As described in 3.1 General Development Approach, the SWAP framework will be developed in an incremental development cycle. Each build will be constructed upon the previous build. Prior to release of a build, the source code and documentation will be labeled within StarTeam so that the build can be recreated at any time.  

4.1.2.6 Product Inspection and Test Approach

As a proof-of-concept prototype, the SWAP will use an informal testing process where the demonstration scenario will be used to test the system.

4.1.2.7 Acceptance Criteria and Objectives 

Not appropriate for this project.

4.1.2.8 Reviews Planned With Associated Membership Identified 

The End of Task Review which will include a demonstration will be performed and include the customer as well as other interested parties.

4.1.3 Process Control

Processes are defined in this Technology Project Management Plan (TPMP). The TPMP will be resident in the CM repository as with any other documentation produced on the project. The TPMP is reviewed and approved by the Project Manager.  Any supplementary process documentation referenced in this plan is subject to the same review and approval process. 

4.1.4 Incoming Inspection and Test

The OMNI project personnel will inspect incoming COTS hardware or software using standard procedures. Once inspected, the hardware or software will be turned over to the software team for integration with the software development.

4.1.4.1 Describe Special Instruction Plans if other than kind, count, and condition

Not applicable.

4.1.5 Control of Test Equipment

TBD. 

4.2 Process for Transportation, Identification, and Medium of Product

Not applicable.

4.3 Technology and Commercialization Plan

Not applicable at this time.

4.4 Servicing – Process for Product Maintenance

Not applicable at this time.

4.4.1 Corrective and Preventative Action

TBD

4.4.2 Control of Quality Records

Quality records will be stored in softcopy in the StarTeam CM repository whenever possible.  Hardcopy quality records, such as signed document approval forms procurement requests, will be retained in the appropriate responsible engineer’s files.  

4.4.3 Control of Documents and Data

The Software Project Lead will review updates or new submissions to the CM repository.  

4.5 Configuration Management

The StarTeam repository is used to control and manage documents and source code as well as all the configuration and property files associated with the SWAP. At least one person on the project is designated as the owner of the CM system.  This person is responsible for labeling versions, building the official release of the software, and distributing it to the test environment if appropriate. This same person administers changes to the StarTeam configuration and the upgrade to new versions of the StarTeam product.

4.5.1 Identification and Traceability of Products

The designated CM person will assign version numbers as labels to all CM controlled items prior to the compilation and release of a build.  The Software Project Lead will designate when to apply these labels, and the CM person will label and build the software accordingly.  All delivered products, such as tar or jar files, will contain the same version designation for traceability purposes. 

4.5.2 Control of Customer Supplied Elements

Not applicable.

Section 5 Plan Update History

5.1 Appendix A Project History

· Initial version, August 2001.

5.2 Appendix B Lessons Learned

None to date

5.3 Appendix C Accomplishments

Project Award

July 2001

5.4 Other appendices for each year’s plans

No extra appendices are required at this time.
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